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Abstract 

Convolutional neural network models are black-box methods. The black-box in artificial intelligence means that model 
insights are based on the dataset, but the user does not know how. However, to obtain better classification models, it is 
important to monitor and understand how these models make decisions. In this way, classification success can be 
increased and improved. In this study, we examine how a model that classifies the disease in cassava leaves focuses on 
the image when making a decision. We used the cassava leaf dataset of five classes: Cassava Bacterial Blight, Cassava 
Brown Streak Disease (cbsd), Cassava Greem Mite (cgm), and Cassava Mosaic Disease (cmd). We used imagenet-trained 
Xception architecture for the base model to be used in transfer learning. The LIME library v 0.2.0 was used to examine 
which parts of the image affect the predictions made with the CNN model. With the LimeImageExplainer function, the 
superpixels are divided according to the weights of the model and then visualized. We can visually understand how the 
model decides on the predictions. 
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1. Introduction

Machine learning models based on convolutional neural networks (CNN) have been widely used for computer vision 
problems in recent years due to their automatic feature extraction capabilities [1]. CNN models used for computer 
vision, similar to human perception, first detect low-level features (line, corner, edge, etc.) and then continue to perceive 
more general features in sequential layers [2]. In this study, we used an algorithm that highlights superpixels that 
contain high-level features that the network uses for decision making, which have a positive or negative effect on the 
model's decision process. 

We aimed to examine a black box image classification model with the LIME (Local Interpretable Model-agnostic 
Explanations) library [3]. We examine where a model that classifies the disease in Cassava leaves focuses on the image 
when making a decision and how these regions affect the decision. 

2. Material and methods

2.1. Dataset 

In the study, we used a cassava leaf dataset from five classes: Cassava Bacterial Blight (cbb), Cassava Brown Streak 
Disease (cbsd), Cassava Greem Mite (cgm), Cassava Mosaic Disease (cmd) and healthy (Figure 1) [4]. There are 9430 
labeled images in total in the dataset. These images are split into 5656 images for training, 1889 for validation, and 1885 
for testing. We used training and validation dataset during the training and fine-tuning of the deep neural network 
model. After training the model, we examined the overall success using the test dataset. 
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Figure 1 Cassava Leaf Dataset Samples 

2.2. Convolutional Neural Network Model 

We created a CNN model that finds which class the images belong to. This model was trained with training and validation 
datasets, and then the accuracy of the model was carried out with a test dataset. When creating the CNN model, we used 
the transfer learning method. We used imagenet-trained [5]. Xception architecture [6] for the base model to be used in 
transfer learning. 

 

Figure 2 The architecture of the Xception deep CNN model [7] 
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We did not use the last layer of the Xception model and used it as a feature extractor. The RGB image that enters the 
model with dimensions of (224,224) is subjected to augmentation in the augmentation layer (random rotation and 
random horizontal flip) layer, feature extraction in the transfer learning layer, and then converted into a vector 
consisting of 2048 elements in the Global Average Pooling 2D layer. By applying dropout regularization to the vector 
coming out of the Global Pooling layer, it is estimated which class it belongs to in the last layer (Table 1). 

Table 1 Architecture of the Deep Learning Model Used in the Study 

Layer Output Shape # Parameters 

Input Layer [(None, 224, 224, 3)] 0 

Augmentation Layer (None, 224, 224, 3) 0 

Xception (Transfer Learning Layer) (None, None, None, 2048) 20.861.480 

Global Average Pooling 2D Layer (None, 2048) 0 

Dropout Layer (0.2) (None, 2048) 0 

Output Layer (None, 5) 10.245 

During the training of model Adam optimizer [8] is used as optimizer function, the learning rate is set to 0.0001. Sparse 
categorical cross entropy is used as a loss function. All weights in the Xception layer used for transfer learning in the 
first 10 epochs were frozen and closed to training. 

From the first 10 epochs, we opened the last 100 layers of the transfer learning layer to training. The optimizer learning 
rate was reduced by a factor of 10 and the training continued for 30 epochs. Table 2 shows the increase in the number 
of trainable parameters. 

Table 2 Number of trainable parameters in the model before and after the fine-tuning 

 10 Epoch lr=0.0001 30 Epoch lr=0.00001 

Total Parameters 20.871.725 20.871.725 

Trainable Parameters 10.245 9.488.589 

Non-trainable Parameters 20.861.480 11.383.136 

We used the TensorFlow 2.10.0 library to create artificial neural networks and the NVIDIA A100 SXM4 40GB GPU to 
accelerate training. We coded with Python 3.8.8 in Google Colab environment. 

2.3. Explaining the Results with LIME 

The LIME library v 0.2.0 was used to examine which parts of the image affect the result in the predictions made with 
the CNN model. With the LimeImageExplainer function in this library, the images used for evaluation are divided into 
superpixels according to the weights in the model and then visualized. 

3. Results 

Figure 3 shows the graphs of the accuracy and loss values obtained in the first 10 epochs. 
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Figure 3 Accuracy and Loss Graphs before the fine-tuning 

When we tried the model obtained after the first 10 epochs on the test data, the loss and accuracy values were 0.88 and 
0.68, respectively. 

 

Figure 4 Accuracy and loss graphs after fine-tuning 

The accuracy and loss graphs obtained after the fine-tuning process are shown in Figure 4. When we tested the model 
on the test dataset after fine tuning, the loss and accuracy values were 0.55 and 0.84, respectively. 
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a)Most important features for prediction are outlined with yellow line; b)The most important parts are highlighted with green and the less 
important parts are highlighted with red color; c)Plot weights as heatmap based on importance (red: less important, blue: most important) 

Figure 5 Model explainer for image classification 

The above samples show us how we can outline or highlight the super-pixels to identify the region of interest used by 
the model to make the prediction. What we see from here does make sense, and does allow us to increase trust toward 
black-box models. We can also form a heat map to show how important each superpixel is to get more granular 
explainability. 

4. Conclusion 

In this study, we evaluated the results of a CNN model used for the classification of diseased cassava leaves using the 
LIME library. CNN models have a black box structure. In order to obtain better classification models, it is important to 
monitor and understand how these models make decisions. In this way, classification success can be increased and 
improved. 

As we clearly saw in this study, visual explanations of model predictions are important for building better models and 
understanding model decisions much better. The LIME library can be easily used to explain image classifiers. We can 
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use LIME to explain our model and find out if the model is looking into right areas of the image to make the final 
prediction. 
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