
*Corresponding author: David Odera

Copyright © 2023 Author(s) retain the copyright of this article. This article is published under the terms of the Creative Commons Attribution Liscense 4.0. 

Federated learning and differential privacy in clinical health: Extensive survey 

David Odera * 

Tom Mboya University, Computer Science & Information Technology, P. O. Box 199-40300, Homa-Bay, Kenya. 

World Journal of Advanced Engineering Technology and Sciences, 2023, 08(02), 305–329 

Publication history: Received on 01 March 2023; revised on 08 April 2023; accepted on 11 April 2023 

Article DOI: https://doi.org/10.30574/wjaets.2023.8.2.0113 

Abstract 

Federated Learning (FL) is concept that has been adopted in medical field to analyze data in individual devices through 
aggregation of machine learning model in global server. It also provides data privacy being that the sampled devices are 
not allowed to share data among themselves. Therefore, it minimizes computation costs and privacy risks to some 
extent compared to conventional methods of machine learning. However, federation learning provides a different use 
case in health as compared to other sectors. Preservation of patients’ sensitive information such as electronic health 
record (EHR) when sharing data among different medical practitioners is of greatest concern. So the question is, how 
should FL techniques be structured in the current clinical environment where heterogeneity is the order of the day? 
The EU’s General Data Protection Regulation (GDPR) and Health Insurance Portability and Accountability Act of 1996 
(HIPPA) regulations recommends health providers to gain authorizations from patients before sharing their private 
data for medical analytical progression. This leads to some bottlenecks in clinical analysis. Although attempts have been 
made to address some of the challenges, privacy, performance, implementation, computation and adversaries still pose 
some threats. This paper provides a comprehensive review that covers literature, mathematical notations, architecture, 
process flow, challenges and frameworks used to implement FL with respect to healthcare. Possible solutions on how 
to address privacy challenges in accordance with HIPPA act and GDPR is discussed. Finally, the study gives future 
direction of FL in clinical health and a list of practical tools to conduct analysis on patients’ data. 

Keywords: FL; DPSGD; FedAvg; FedProx; RPC; CL-DP; MNIST 

1. Introduction

In medical, federated learning (FL) use-case is inherently different from other domains [1]. The models are bigger and 
with less participants in terms of number of clients. The original domain of Federated Learning (FL) is smart phones [2] 
[3], which accommodates millions of participants in form of mobile phones unlike in healthcare where you would expect 
to see a number of hospitals willing to participate [1]. Artificial intelligence (AI) has really transformed the medical field 
[4],[5]enormously in the last couple of years. Precisely, the advances has been on the areas of machine learning, 
specifically deep learning which has led to disruptive innovation not only in radiology (CT, MRI, ultrasound or X-ray) 
but also pathology genomics, dermatology or a completely different data types such as electronic health records (EHR) 
[1]. Based on this analysis, it appears that across the fields in health domain data crunching is gaining insights with aid 
of AI innovated medical field. Many applications have been developed which have improved performances and accuracy 
as well [5], [6], [7]. 

According to the authors in [8], [9], [10], [11] there are thousands of research papers that leverage machine learning in 
different fields in medicine. AI has achieved human-level performance on large data and clinical settings [1]. For 
instance, dermatologist level classification of deep neural networks used by [12] to detect skin cancer among 2032 
diseases using 129450 clinical images. A real-time artificial intelligence gastrointestinal cancer detection introduced in 
[13] reported similar performance to that of endoscopist in dataset consisting of6 hospitals, 84424 individuals and 
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1036496 endoscopy images. The authors in [14] and [15] have developed a “Similar image search for Histopathology”, 
while the authors in [16] also introduced a clinically applicable deep learning for diagnosis and referral in retinal 
disease. This is an indication that AI has contributed towards the development of healthcare innovations especially with 
respect to data mining.  

All these research advances and techniques demands some level of datasets for adequate training [17]. Therefore, the 
era of data driven medicine that can train robust and accurate deep learning models is here with us. These kind of data 
is diverse and very large but it has to represent the problem that a particular health domain has to solve. As been alluded 
by [1], the current research in machine learning is driven by data lakes that centrally places required data for 
experimentation in a GPU infrastructure [18]. Perhaps due to the complexity of creating a centralized database where 
data can be publicly accessed for learning especially within medical domain. However, a lot of research is not evident in 
scenarios where data cannot be accessed through data lakes (think about big data, IoT, for example). Researchers in 
[19] and [20] have discussed on the emergence of data from pervasive computing and machine learning in small. In 
clinical health, gathering data in centrally is a highly sensitive issue [1], and it’s also subject to regulations such as Health 
Insurance Portability and Accountability Act (HIPPA) [21][22] and General Data Protection Regulation 
(‘GDPR’)[23][24]. These regulations make it almost impossible to share patients’ data in a centralized data lake. These 
regulations are placed for good reasons [1], which relates to ethics, data privacy, data protection and technical ones as 
well [21], [23], [24].Therefore, the big question is how to enable a data driven analysis that respects the highly sensitive 
nature [25] of health data and develops machine-learning models that avoids demographic biasness (i.e healthcare in 
remote areas). 

2. Nature of Dataset in Healthcare 

Apart from publicly available MIMIC-III dataset [26] developed in Massachusetts Institute of Technology (MIT)’s 
Laboratory for clinical data of patients admitted at the Beth Israel Deaconess Medical Center (BIDMC) in Boston, 
Massachusetts during 2001 to 2012 [27].This article also states the following examples of large datasets that can be 
used for robust models in healthcare as shown in Table 1. 

Table 1 Healthcare datasets 

Dataset Description Category 

NHS Scotland’s National 
Safe Have  

EHR and Health Data Research UK that covers a number of regional 
hubs in Scotland [28] & [29] 

Federated 

French health data hub French National Health data by [30] , [31] Centralized 

UK Biobank Presents imaging, genetics, EHR, biomarkers, activity monitoring 
datasets by [31] 

Centralized 

Cancer Imaging Archive 
(TCIA) 

Contains data related to images for research by [32] Centralized 

TCIA COVID-19 Datasets COVID19 related complications images [33] & [34] Centralized 

Cancer Genome Atlas 
(TCGA) 

Contains large cohorts of about 30 human tumors through genome [35] Centralized 

Medical Segmentation 
Decathlon 

biomedical image [36] Centralized 

 
All these data efforts are great and they foster research and insights in health related issues [37]. That notwithstanding, 
it becomes very complex to model a clinical system that can integrate databases that are highly fragmented as it is now. 
Federated learning can be used to circumvent the problem by bringing in the algorithm to patient data (in this case 
hospital) and only aggregating intermediate model trainings for update of the global server [37], [38]. This will 
drastically reduce the risk of privacy violations through data communication, centralized and cloud storage [40]. 

Interestingly, it’s still possible for offenders to gain access to private data within individual devices and institutional 
databases through reconstruction attacks or inference attack [41]. Federated averaging (FedAvg) and differential 
privacy (DP) is the most popular and widely acceptable way of resolving these challenges described above [40]. 



World Journal of Advanced Engineering Technology and Sciences, 2023, 08(02), 305–329 

307 

 

This paper presents a survey of federated averaging and differential privacy with a focus on resolving privacy and 
communication challenges in clinical health. The specific contributions of this article are as follows: 

 Discussion on various research work on federated learning including improvements on FL 
 Assessment of Differential Privacy (DP) mechanisms on reduction of privacy loss 
 Analyze some of the bottlenecks that federated learning faces with regards to healthcare 
 Assess existing works in federated and differential privacy as well as identifying contributions, methods and 

gaps that exits 

The rest of this paper is organized as follows: Part 2 presents the nature of dataset in healthcare, while Part 3 describes 
federated averaging. On the other hand, differential privacy is discussed in Part 4, while the current frameworks and 
techniques are discussed in Part 5. In addition, Part 6 presents some of the frameworks for federated learning, while 
the technologies for big data security are discussed in Part 7. Similarly, research gaps are explained in Part 8 while the 
conclusions are described in Part 9. 

3. Federated Averaging 

According to [2], Federated Averaging (FedAvg) is most widely accepted and recognized algorithm for conducting 
federated learning. The author in [2] states that, FedAvg is good in practice but not perfect due to a number of simple 
assumptions. For instance, it seems like all sample devices will complete in ∈Epochs of local stochastic gradient descent 
but some devices take longer than others do. Slower devices are known as stragglers which tend to affect speed of 
convergence. Therefore, FedAvg may just opt to drop these stragglers. The question that [2] is posing is what then 
happens when 90% of devices are stragglers. FedAvg weighs devices by proportion of data they hold so it might favor 
certain devices performances in expense of others. 

According to [42] the learning is conducted at the machine so that individual databases do not share data among 
themselves. The model given by Mfed executes in every machine then collaboratively combines them in a trusted server 
machine. In every machine, there exists data Di that is never leaks to other data owners Fi [40]. The federated learning 
systems accuracy given by VFed should not be far from the performance of aggregated model MSUM and sum of accuracy 
VSUM [42]. As shown in eq. (1), the loss calculated by finding the difference between sum of accuracies and federated 
accuracy, if that difference is less than a non-negative number δ [1], [2], [40], [42]. 

| VFED − VSUM |<δ ………………….…………….eq. (1) 

The authors in [1] defined a general federated learning by denoting a global loss function as L which is obtained by 
combination of weighted K local losses {Lk}, calculated at individual machine XK as shown in eq. (2) 

min
ϕ

𝐿(𝑥; ϕ) with L(x; ϕ)=∑ 𝑤𝑘𝑙𝑘(𝑋𝐾; ϕ)
𝐾

𝑘=1
 …………………….eq. (2) 

The diagram above illustrates three parties (medical institutions) with private database and federated server that 
collaboratively trains without centralizing datasets. It addresses privacy and data governance challenges. In position 
paper written by [1], this FL would create more opportunities by enabling precision medicine at large scale, novel 
research (e.g. in rare diseases) and medical data will not be duplicated. The concept above models communication using 
FL for health institutions, which consist of few clients, no control of private institutions datasets and those datasets, are 
large in terms of volume [1], [44], [44]. As affirmed to the writers [45], [46], [47] and [48] there are many flavors of 
Federated learning which include the following 

 Centralized; there is no collaboration and aggregation of updates from individual private datasets. There exist 
a central data lakes which trains a pool of data from individual datasets. The models and individual machine 
communicate through API when requesting for resources available [48], [49]. 

 On-device inference: Initial communication between devices and cloud is used to send model to each device. 
Every device will then build its own learning model thereafter, no further communication with cloud is 
necessary [48]. Its characteristics include many devices, no control on how data is split and devices contains 
less data volumes [45]. 
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Figure 1 A simple federated learning design [1] 

 Aggregation Server: In this case, every individual machine will train a model from the global server, then sends 
its updates to server for aggregation with other updates. The data is retained in specific machines and 
knowledge is only shared through aggregation with global server [43], [44], [48]. 

 Peer-to-peer: uses blockchain technology to enable nodes update models among themselves without sharing 
data in a distributed environment [49]. 

 

 Figure 2 Illustration of various model learning architectures [1], [46], [47], [48], [49], [50], [52], [53] 

So, there are many different combinations of FL but the bottom line characteristics are, that local datasets are 
distributed and there exist collaborative model. 

3.1. Federation optimization in Heterogeneous Networks 

This approach helps devices to do variable amount of work [29], [39], [50], [51], [52], [53]. Naively you might think this 
saves devices that can run more set of gradient descent at the same favorable amount of time and therefore change the 
weight model much more. So FedProx algorithm [50] [54] introduces a regularization time 

min
𝜔

ℎ𝑘 (𝜔; 𝜔𝑡) =𝐹𝐾 (𝜔) +
𝜇

2
∥  𝜔 − 𝜔𝑡 ∥2………….…………eq. (3) 

where  is local updated weight for client k, t is shared model’s weight at current round t, Proximal term that penalizes 
large changes in weights this also help convergence in, proximal term penalized model from changing too much on one 

single device , 
𝜇

2
 is hyper parameter for tuning [55],[56].  

The challenge of this federated optimization is communication and heterogeneity [50] where data in multiple devices 
vary a lot as different distribution requires different features, in order to fix this q-FedAvg [57] is used.  

3.2. Fair Resource Allocation in Federated Learning  

Here, shared model learn a lot more fair by performing similarly on all devices [57], [58]. 
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min f(w)=∑ 𝑝𝑘
𝑚
𝑖=1 𝐹𝑘 (w) ………………….…….. eq. (4) 

where Pk is proportion of overalldata belonging to client k. So rather than weighting devices by proportion of data they 
have, it penalized worst performing device more. It is the sensitive model to improve performance on these devices, q-
FedAvg [57]. 

min
𝜔

𝑓𝑔 (𝑤) = ∑
𝑃𝑘

𝑞+1

𝑚
𝑖=1 𝐹𝑘

𝑞+1
 (w),………………. eq. (5) 

Here the loss (𝐹𝑘
𝑞+1

) is raised to power q+1 .This is tuned so that the larger the q, the more this worst performing client 

dominate average loss, the more fairer it becomes.  

3.3. Personalized Federated Learning  

This seek to train model that can be personalized to each training device after running few sets of local stochastic 
gradient descent [59], [60], [61],[62], [63],[64] [65]. So, the loss function change this current weight as shown. 

min
𝜔

𝑓(𝑤)=∑ 𝑝𝑘
𝑚
𝑘=1 𝐹𝑘 (w)………………….……….. eq. (6) 

min
𝜔

𝑓(𝑤)=∑ 𝑝𝑘
𝑚
𝑘=1 𝐹𝑘 (w-α∇Fk(w)) ………………..eq. (7) 

Where 𝐹𝑘 (w-α∇Fk(w)) is the weight after one step of gradient descent. This uses Model-Agnostic Meta-Learning MAML 
approach to formulate federated learning as a multitask problem where each client device distribution is separate task. 
This concept is known as federated multi-task learning by [66]. 

3.4. Federated multi-task learning 

It is limited to linear models or lose ability to model complex relationships [66], [67], [68]. This concept teaches machine 
learning how to do multiple thing at the sometime [66]. Many things can be done using neural networks and machine 
learning models such as image classification, object detection, super-resolution, and text generation and so on. Typically, 
a model trained to do a single task, which is convenient, but you may want to use a single model to solve multiple 
problems for various reasons, such as efficiency, better generalization [66]. To improve efficiency, you can share some 
of the layers between different but related tasks [69]. For example to classify a scene, you can detect objects in it and 
output a segmentation mask [70]. So the question is, do you need to train these three tasks separately? An understanding 
needs to be reached so that resultant model can potentially save memory, computation time [71] and energy by 
developing a unified multitasking model.  

Multitask learning can be defined as interpretation of each data set and the task of fitting parameters of each local model 
to local data set as learning task [72]. So sourcing all these tasks at once and putting them in a single model is multi-
tasking. 

4. Differential Privacy  

Many of the machine learning models require access to private data [63], [73], [74], [75], [76]. The issue is the models 
have tendency to memorize these private data even if they are not over-fitting [77], [78]. A technique that is used to 
preserve privacy in federated learning is known as differential privacy (DP) [74], [75], [76]. Privacy is complex and as 
Netflix found when announcing a recommender challenge [82], simply anonymizing (process of replacing all private IDs 
with random identification) [77], [78] your dataset is not enough. Researchers found out that you can take these dataset 
and link across entries in order to de-anonymize individuals [79], [80].Therefore, anonymization still is not enough in 
preserving privacy [81].  

According to authors in [82], every time a query is sent to database for some sort of statistical analysis, we are leaking 
some set of information about dataset. When they [82] released an anonymized aggregated heat map of location from 
across the world, it found that they actually released sensitive data about military. So how can model learn from general 
trends of dataset without revealing individual’s private information? This is the idea behind differential privacy [82]. It 
is possible to build a more intuitive notion of privacy loss and define a mathematical definition for privacy in a dataset 
called differential privacy. DP analyses any process that checks data and produces output such as database query, 
training model etc[63]. 
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4.1. Plausible deniability 

The problem of plausible deniability [83] is attributed to learning models, which are exposed to more targeted and 
personal data that has higher chances of prediction outcome [52], [84], [85], [86], [87], [88]. Every time a machine-
learning model learns a particular dataset by adding or removing a personal record, the outcome becomes certainly 
likely however, leakage of information about a particular data record is alive and well [86]. Deep learning can be used 
to limit privacy loss [73], [89], [90]. The model that is being used should therefore make a similar prediction whether 
or not there is addition or removal of data. 

The key idea about DP is to limit privacy loss, which bounds to privacy budget (epsilon∈). The smaller the budget the 
more the privacy and the larger the budget the more it learns. Privacy loss mechanism is given by [91], [92]: 

Log 
𝑃 (𝑀(𝐷) ∈ 𝑆)

𝑃(𝑀(𝐷′)∈𝑆)
………………………….…………………….eq. (8) 

Where M(D), is outcome of learned dataset that differ in one record and s is probability for set of outcomes. 

Log 
𝑃 (𝑀(𝐷) ∈ 𝑆)

𝑃(𝑀(𝐷′)∈𝑆)
≤ ∈ , …………………………………….…….eq. (9) 

where ∈, is considered privacy budget, bound to episolon. A smaller budget is more private while a larger budget need 
more learning. Therefore there should be some trade-offs between privacy and learning of data, therefore this inequality 
can be rearranged using some traditional mission of differential privacy. 

𝑃 (𝑀(𝐷)  ∈  𝑆) ≤ 𝑒 𝑃∈ (𝑀(𝐷′)  ∈  𝑆) ………………. eq. (10) 

In practice, epsilon delta (∈ −) is defined differentially private where delta  is a failure probability and so long as this 
probability is much less than any particular individual’s probability it won’t affect privacy but allows proof of balance 
much more easily. 

𝑃 (𝑀(𝐷)  ∈  𝑆) ≤ 𝑒 𝑃∈(𝑀(𝐷′)  ∈  𝑆) + . This concept prevents leakage of information in practice [92]. 

4.2. Privacy by addition of noise  

This concept of privacy can be achieved by adding noise to the outputs [73]. So think of an image, the more blurry the 
image the less you can tell about it and the more it requires addition of noise.  

4.3. Privacy Amplification Theorem 

Another technique to reduce loss is sampling .Rather than looking at the dataset you may sample a fraction q then an 
(∈ −)-differentially private mechanism M becomes (𝑞 ∈ −𝑞)-differentially private [93]. 

4.4. Fundamental Law of Information Recovery  

It states that privacy can actually be eroded by asking enough overly accurate questions [89]. Therefore the more 
queries you may have the larger the privacy loss [94]. This is represented in “Composition in Differential Privacy” [93]. 
When (∈1− 1)-differentially private mechanism is run followed by an (∈2− 2)-differentially private mechanism, the 
whole thing turns out to be (∈1+∈2)-(2 + 2)-differentially private. 

Deep learning with differential privacy modifies Stochastic Gradient Descent to become differentially private and the 
algorithm is known as “Differentially-Private Stochastic Gradient Descent (DP-SGD)” [95]. The aim of the algorithm is 
to limit privacy loss per gradient update. So rather than updating with raw gradient, clip gradient (first gradient) as a 
maximum gradient of C (add noise is proportional to clipping) [95]. This intuitively limits the amount of information 
that model is learning from any given example. Then noise is added, so the sample is from Gaussian distribution [96] 
and standard deviation of C sigma. As shown in the algorithm, high parameters C and sigma can be tuned to give epsilon 
delta guarantees for each step of gradient descent. This is individual type of gradient descent technique. 

Algorithm : Differential Privacy with SGD 

Input: Examples {x1………,xn}, loss function L(θ) =
1

𝑁
∑  L(θ, 𝑥𝑖)𝑖 . 

Learning rate 𝜇𝑡 , noise scale 𝜎 , group size L, gradient norm bound C. 
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Randomly Initializeθ0 

For t ∈ [𝑇]do 
Get random sample Lt  with probability sampling  
L/N 
Calculate gradient 

For each i∈ 𝐿𝑡 compute 𝑔𝑡 (𝑥𝑖) ← ∇𝜃𝑡𝐿(𝜃𝑡𝑥𝑖) 
Clip gradient 

ḡ𝒕(𝒙𝒊) ← 𝒈𝒕(𝒙𝒊)/𝒎𝒂𝒙(𝟏,
||𝑔𝑡(𝑥𝑖)||2

𝐶
) 

Add noise 

ḡ𝑡 ←
1

𝑁
 (∑ ḡ𝑡𝑖 (𝑥𝑖) + 𝑁(0, 𝜎2𝐶2𝑰)) 

Descent 
𝜃𝑡+1 ← 𝜃𝑡 − 𝜇𝑡ḡ𝑡 

Output 
𝜽𝑻𝑡ℎ𝑒𝑛𝑓𝑖𝑛𝑑𝑡ℎ𝑒𝑜𝑣𝑒𝑟𝑎𝑙𝑙𝑝𝑟𝑖𝑣𝑎𝑐𝑦𝑐𝑜𝑠𝑡(휀, 𝛿)𝑏𝑦𝑢𝑠𝑒𝑜𝑓𝑎𝑐𝑐𝑜𝑢𝑛𝑡𝑖𝑛𝑔𝑚𝑒𝑡ℎ𝑜𝑑 
 

DP SGD algorithm by [95] 

As proposed and evaluated in [63], asymptotic convergence rate is provided as follows O(1/ √ nτT ) + O(τσ2/T ), where 
number of devices is given by n, number of communication cycles is T, local iteration is τand σ2 is the variance of 
Gaussian noise that is added for gradients at every local iteration. 

In order to track the overall gradient descent, this article studied the papers [96], [97] that describes moments 
accountant [95] for tracking privacy budget. First they looked at naïve analysis of adding privacy budgets [95]. Since 
each step is epsilon delta ( ∈ − ), but with sampling of mini batch with some probability q, so by the privacy 
amplification theorem each step is actually (𝑞 ∈ −𝑞)-differentially private. If this is repeated in t epochs then all these 
can be added together so the overall algorithm will be (T ∈ −T)-differentially private. This is quiet loosely bound and 
there is no strong composition theorem that states you can get a tighter bound of ( O(q∈√ (Tlog(1/))) − Tq) −
differentialy private [95]. It actually improve the budget rather than it being proportional to T,its proportional to root 
T (√(Tlog(1/) therefore it can run longer number of epochs. The accounting technique makes it better by bounding it 
down to O (q∈√T) so this save a factor of log over delta (log(1/) and failure probability then becomes  instead of Tq. 
The key insight in moments technique is that the privacy loss being calculated is a random variable on its own and can 
be plot in a distribution which will have a long tail. At any point the privacy loss can be clipped to decide privacy budget 
and a failure probability delta is a bound on the probability of that long tail for values greater than epsilon. So the 
moments accounts each track of all these bounds the trainings associated with each of the moments and picks the 
tightest bound [95] The privacy will be preserved as long as the offender gets the sum of machine models are 
differentially private [98], [99]. As discussed in [98] the approach allows individual machines to upload their encrypted 
messages to server as the global server decrypts the aggregated messages through secure aggregation protocol. 

5. Current frameworks and techniques 

Table 2 below contains some of the research works that largely contributes to the literature domain in relation to FL 
and DP in healthcare. 

6. Frameworks of Federated Learning 

To implement FL, the following are some of the frameworks you may use [1]: 

 Tensorflow Federated (TFF): Machine Learning on Decentralized Data [141] 
 PySyft from the open community Open-minded Developed by Open mind community [142] 
 Flower from University of Cambridge [143] 
 Federated AI Technology Enabler (FATE) from Webank’s AI department [144]; 
 Paddle Federated Learning (PFL) from Baidu [145]; 
 Federated Learning and Differential Privacy (FL&DP) framework from Sherpa.AI [146].  

Table 3 Presents some of the cureent models developed over the recent past 
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Table 2 Current frameworks and techniques 

Framework/technique Contribution Challenge/Gap Method Category 

Privacy preservation in federated 
learning using gradient perturbation, 
secure aggregation, and zero-
concentrated differential privacy 
(zCDP )[63] 

Propose marginal degradation and 
perturbation for model utility and 
loss reduction through Gaussian 
noise in order to build a novel 
federated learning model without 
fully trusted server. 

 

Data pollution attack by local 
device may supply wrong dataset 

it cannot prevent attackers who 
infer private messages from 
untrusted servers (eavesdropping) 
[100][101] 

Analyze the design of secure 
aggregation rather than optimizing 
the design 

They consider their future work to 
be on performance of learning in 
other areas where multi-task 
learning and privacy 
considerations are paramount 

Gaussian noise [95] 

Encryption and decryption for 
aggregated protocol [98] 

pseudorandom function [102] 
(PRF) for reduction of 
overhead of protocol during 
rounds 

Framework 

Clipping for Federated Learning: 
Convergence 

and Client-Level Differential 
Privacy[46] 

Analyzed use of clipping operation 
in client model 

Empirical study to show 
performance of clipping-enabled 
FedAvg 

Provide relation between client’s 
learning update and clipping bias 

Effect of clipping operation on 
performance of FL is not certain 

How to create a balance when 
adding noise to FL algorithm and 
CL-DP [93] 

 

Sample-level differential 
privacy (SL-DP) [103], fits in 
cross-silo Federated Learning 
which consist of a smaller 
number of clients, where every 
client has a large dataset 

Client-level differential privacy 
(CL-DP) [103], suitable for 
cross-device like Google 
keyboard where bigger 
distribution of client is 
necessary 

Framework 

Privacy-Preserving Federated Brain 
Tumour Segmentation [104] 

Implement privacy-preserving 
federated learning system for 
image analysis 

Compare Federated algorithm in 
handling momentum optimization 
and imbalanced trainings 

Assume the dataset at local clients 
are fixed (result in over-fitting) 

Indicate exploration of 
differentially private SGD in image 
analysis as future work [95] 

 

Deep Neural Networks (DNN) 
for global server node 

SGD at Local node for privacy 
preservation 

Selective parameter sharing, 
prevents over-fitting by 

Technique 
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Study sparse vector technique for 
DP 

limiting data that a client can 
share through clipping 
threshold. 

sparse vector technique (SVT) 
to protect indirect data leakage 
[104], [105] 

BraTS 2018 dataset [106] 

RR-LADP: A Privacy-Enhanced 
Federated Learning Scheme for 
Internet of Everything[107] 

Used randomized response (RR) 
mechanism to select clients whose 
data should be learned by model 
for server 

Local adaptive differential privacy 
(LADP) mechanism to add 
Gaussian noise in every clients 
update before sending to server  

It has considered only accuracy as 
performance metric 

Apply the framework in wearable 
devices and Internet of Vehicles in 
future 

 

Randomized response 
mechanism 

Federated averaging 

Local adaptive differential 
privacy (LADP) 

batch gradient descent (BGD) 
to optimize loss function 

MNIST Dataset [108] 

Framework 

Concentrated Differentially Private 
Federated Learning With Performance 
Analysis by [63] 

Proposed a periodic averaging 
with a device sampling without a 
fully trusted server for private 
differential FL 

Use zero-concentrated differential 
privacy (zCDP) to for end-to-end 
privacy loss 

 Trade-offs between privacy and 
utility considers only accuracy by 
setting number of iteration and 
communication rounds in logistic 
regression and neural networks, 
other metrics no considered 

 

Uses FedAvg and zCDP 

Logistic regression and Neural 
networks 

Framework 

A Comprehensive Survey on Federated 
Learning Techniques for Healthcare 
Informatics [109] 

Explained various frameworks 
techniques and challenges in 
health informatics  

How to strike a balance between 
privacy and performance 

Identified possibility of data 
leakage in FL as described by [63], 
[40] 

None Survey 

Federated learning for healthcare 
domain-Pipeline, applications and 
challenges[101] 

Identified architectural 
components of FL 

Discuss privacy and 
communication challenges [110] 
in healthcare 

Federated evaluation (FedEva) 
[111] identifies “accuracy, 
communication, time 
consumption, privacy, data 
distribution, available resources 
and robustness” as evaluation 
targets in FL systems. 

Adversarial attacks [112] 

Inference poisoning attacks 
[72] 

Evasion [113], 

privacy in Genomic data [114] 

noise [115] 

Survey 
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data biases [116] 

false positives and false 
negatives (Pollard et. al, 2019)  

patent variability, failure and 
dropouts [75] 

Computational overheads 
[116], [117] 

Inadequate model training 

Secure and Efficient Smart Healthcare 
System Based on Federated 
Learning[118] 

Proposed dynamic secrete sharing 
mechanism for privacy protection 

Reduce time overhead through 
elliptic curve cryptosystem 

Only considers time overhead for 
efficiency while ignoring other 
metrics such as data distribution, 
false positives and negatives, recall 
etc 

Secrete sharing, two-mask 
protocol 

homogeneous linear recursive 
equation 

homomorphic hash function 
[98] 

elliptic curve crypto-system 
[119] 

full dynamic secret sharing 
[120] 

Framework 

Shuffled Check-in: Privacy 
Amplification towards Practical 
Distributed Learning[121] 

proposed a protocol for privacy 
using numerical evaluation of 
Gaussian mechanism 

Did not cover fairness with regards 
to biased data 

SGD using Gaussian 
mechanism 

Rényi differential privacy 
(RDP)  

Framework 

On Privacy and Personalization in 
Cross-Silo Federated Learning [122] 

Provided an empirical and 
theoretical study on mean-
regularized multi-task learning 
(MR-MTL) as effective model 
personalization 

Understands how privacy in 
device-silo differs from that in 
cross-silo FL 

MR-MTL 

DP-SGD for noise reduction 

Framework 

HealthCare EHR: A Blockchain-Based 
Decentralized Application[123] 

Use Ethereum blockchain to build 
a peer to peer network platform 
for distributed database of health 
entities 

This was to resolve a challenge of 
data lake that centrally puts the 

Payment transaction through 
banks have not been 
institutionalized 

Blockchain (Ethereum) technique 
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data in a central point masking 
heterogeneity 

Federated Learning and Differential 
Privacy: Software tools analysis, the 
Sherpa.ai FL framework and 
methodological guidelines for 
preserving data privacy [124] in [115] 

Analyze software tools for FL and 
DP implementation 

Presents Sherpa.ai FL for 
developing AI using 
methodological guidelines 

Proposed to add RAPPOR [125] as 
new DP mechanism together with 
concentrated DP [126] or Rényi DP 
[127] 

FedAvg 

DP using SGD 

Sherpa.ai FL 

technique 

Privacy-Enhanced Federated 
Learning: A Restrictively Self-Sampled 
and Data-Perturbed Local Differential 
Privacy Method [128] 

Proposed efficient data 
perturbation to improve 
communication  

Proposed restrictive client self-
sampling technology 

 

The enhanced Local Differential 
Privacy (Optimal LDP-FL) is 
theoretically analyzed on 
relationship between client-
sampling probability and model 
[129] accuracy 

LDP-FL 

 

Framework 

Benchmarking Differential Privacy and 
Federated Learning for BERT Models 
[130] 

Used web twitter(tweets to detect 
depression tendency) dataset and 
sexual harassment cleansed data, 
trained on four NLP models(BERT, 
RoBERTa, DistillBERT and 
ALBERT) to implement DP and FL 

Only considered accuracy metric 

Smaller dataset was used, health 
data is enormous 

DP, FL and DP-FL on BERT, 
RoBERTa, DistillBERT and 
ALBERT  

Framework 

Federated Machine Learning: Concept 
and Applications [42] 

Described categories, 
architectures, techniques used for 
privacy in FL 

Identified evaluation steps for 
vertical FL 

The article describes the 
application areas without 
demonstrating any specific 
implementation or even evaluation 
against any data distribution 

Secure Multiparty 
Computation (SMC) [91][131] 

Differential Privacy [2] 

Homomorphic 
Encryption[132] 

SGD [2] 

Framework 

A Hybrid Approach to Privacy-
Preserving Federated Learning[91] 

The approach uses secure 
multiparty computation and 
differential privacy to reduce 
increase of noise without affecting 
privacy (limiting extraction 
attacks and collision) 

The choice of three ML (Decision 
Tree, CNN and Support Vector) 
algorithms against remaining 
algorithms such as regression, 
ANN, RNN, LSTM and others may 
not conclusively give significant 
accuracy loss  

Decision tree (TD), CNN and 
Support Vector Machine (SVM) 

SMC for noise reduction [131] 

DP using Gaussian Distribution 

Technique 
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`Blockchain Meets COVID-19: A 
Framework for Contact Information 
Sharing and Risk Notification 
System[133] 

Used Bluetooth technology to 
solve Contact tracing of potential 
COVID19 victims  

may affect performance [134] need 
to optimize, validate against other 
metrics apart from time 

Blockchain and Bluetooth Framework 

Big healthcare data: preserving 
security  

and privacy[135] 

The approach highlighted how 
privacy can be preserved in big 
data healthcare by analyzing 
unstructured patient data using 
natural-language 

Reconstruction of data when 
performing privacy among 
patients data  

Developed an invent 
monitoring system model 
using Spark 

Techniques 

Heterogeneous data and big data 
analytics[136] 

Discussed privacy problems [137], 
scalability [138], lack of structure, 
storage bottlenecks [139], [140] 
spurious correlations, incidental 
endogeneity, noise accumulation, 
experimental variations, statistical 
bias 

Requires noise and error reduction 
mechanisms in order to improve 
performance 

FedAvg [1] Framework 

 

Table 3 Current models 

Framework Strategy Model development Run-Time Security Implementation 
Status 

Scheme 

TFF distribution 
under Apache 
2.0 license [141] 

Support FedAvg, FedSGD 

Functions that are used 
include: Sum Mean, 
DPQueries 

Neural Networks 
(NN), Recurrent NN, 
Convolution NN. 

Keras and Tensor 
flow libraries 

Runs on Google 
Colaboratory 

Native back-end is 
managed through 
Executor and Client 
interactions using gRPC 
technology and proto-
object  

DP Lacks Federated 
mode, data splitting  

Centralized 

FATE developed 
by Webank’s AI 
Department 
[144] 

Heterogeneous:Secure 
Segregation (SecAgg), 
gradient-boosting decision 
tree (GBDT) 

Dense layers of NN, 
Linear, logistic and 
Poisson, Decision 
Tree, K-Means for 

Server (model 
aggregator) Scheduler 
and executer 
(implements FL 
algorithm) 

HE, RSA, SPDZ Both simulation 
mode and federated 
mode but lacks core 
API 

Centralized 
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Homogeneous: FedAvg, 
Secure [147] Aggregation 

vertical data 
partitioning 

Runs on PyTorch 

Also uses gRPC 
technology 

PFL with Apache 
2.0 license [129] 

Horizontal partition: 
FedAvg, SecAgg DPSGD 

Vertical Partition: MPC and 
PSI 

RNN, CNN, NN, LR Server, Worker 
(trainer) and Scheduler 

Interaction is via 
ZeroMQ 

DP for horizontal 
partition and 
Secrete-Sharing 
for Vertical 
partition 

Both simulation 
mode and federated 
mode. 

Docker containers 

Decentralized 
(Peer-to-peer) 

PySyft with MIT 
license [142] 

Horizontal partition: 
FedAvg, SecAgg DPSGD 

Vertical Partition: MPC and 
PSI 

Its Open Minded 

NN, RNN, CNN, LR and 
other deep learning 
algorithms 

Virtual Worker, FL 
Client, SwiftSyft, 
kotlinSyftand syft.js 
(Anaconda Manager) 

PyVertical, PSI, 
MPC, HE, DP 

Implements both 
PyTorch and TF 
libraries 

Decentralized 

FL&DP 
developed by 
Sherpa from 
University of 
Granada [146] 

FedAvg, Weighted FedAvg, 
IOWA, Cluster FedAvg 

Tensorflow (NN, RNN, 
CNN) 

Scikit-learn (LC, LR 
and K-Means) 

Aggregator, Database AdaptiveDP, 
Randomized 
Response Coins 

Simulation mode 
only 

Centralized 

Flower [143] FedAvg, FedProx NN, CNN, RNN FL server and PRC 
server communicates 
[147],[148], [149-
[153]with RPC client 
through gRPC 
technology [149]-[150] 

DP TFF, PyTorch, Keras 
[151]- [160] 

Client SDK (Java, 
Python, C++) 

Decentralized 
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7. Technologies for big data security 

In terms of security and privacy perspective [161], the authors in [162] argue that security in big data refers to three 
matters: data security, access control, and information security. In this regards, healthcare organizations must 
implement security measures and approaches to protect their big data, associated hardware and software, and both 
clinical and administrative information from internal and external risks. At a project’s inception, the data lifecycle [163] 
must be established to ensure that appropriate decisions are made about retention, cost effectiveness, reuse and 
auditing of historical or new data. The authors in [164] have proposed privacy preserving data mining techniques in 
Hadoop. On the other hand, the authors in [165] suggested a big data security lifecycle model extended from the model 
in [166]. This model is designed to address the phases of the big data lifecycle and correlate threats and attacks [167], 
[168] that face big data environment within these phases, while [166] address big data lifecycle from user role 
perspective: data provider, data collector, data miner, and decision maker. The model proposed in [165] comprised of 
four interconnecting phases: data collection phase, data storage phase, data processing and analysis, and knowledge 
creation. The authors in [169] introduced also an efficient and privacy-preserving cosine similarity computing protocol. 
Furthermore, Chronic Conditions Data Warehouse (CCW) follows a formal information security lifecycle model, which 
consists of four core phases that serve to identify, assess, protect and monitor against patient data security threats. This 
lifecycle model is continually being improved with emphasis on constant attention and continual monitoring. Moreover, 
the authors in [170] have suggested a scalable approach to anonymize large-scale data sets. 

Authentication is the act of establishing or confirming claims made by or about the subject are true and valid [171], 
[172], [173]. It serves vital functions within any organization: securing access to corporate networks, protecting the 
identities of users, and ensuring that the user is really who he is pretending to be. Researchers in [174] proposes a novel 
and simple authentication model using one time pad algorithm. It provides removing the communication of passwords 
between the servers. Security monitoring is gathering and investigating network events to catch the intrusions [175], 
[176]. Audit means recording user activities of the healthcare system in chronological order, such as maintaining a log 
of every access to and modification of data. These are two optional security metrics to measure and ensure the safety of 
a healthcare system [177], [178], [179]. The authors in [180] proposed various privacy issues dealing with big data 
applications, while researchers in [181] proposed an anonymization algorithm to speed up anonymization of big data 
streams. In addition, authors in [182] suggested a novel framework to achieve privacy-preserving machine learning and 
paper [183] proposed methodology provides data confidentiality and secure data sharing [184]. All these techniques 
and approaches have shown some limitations. 

Big data network security systems should be find abnormalities quickly and identify correct alerts from heterogeneous 
data. Therefore, a big data security event monitoring system model has been proposed which consists of four modules: 
data collection, integration, analysis, and interpretation [185]. Although the current techniques offer patient’s privacy, 
their demerits led to the advent of newer methods. 

De-identification is a traditional method to prohibit the disclosure of confidential information by rejecting any 
information that can identify the patient, either by the first method that requires the removal of specific identifiers of 
the patient or by the second statistical method where the patient verifies himself that enough identifiers are deleted. 
Nonetheless, an attacker can possibly get more external information assistance for de-identification in big data. As a 
result, de-identification is not sufficient for protecting big data privacy. It could be more feasible through developing 
efficient privacy-preserving algorithms to help mitigate the risk of re-identification. The concepts of k-anonymity [186], 
l-diversity and t-closeness have been introduced to enhance this traditional technique. 

8. Research gaps 

Big data has fundamentally changed the way organizations manage, analyze and leverage data in any industry. One of 
the most promising fields where big data can be applied to make a change is healthcare. Big healthcare data has 
considerable potential to improve patient outcomes, predict outbreaks of epidemics, gain valuable insights, avoid 
preventable diseases, reduce the cost of healthcare delivery and improve the quality of life in general. However, deciding 
on the allowable uses of data while preserving security and patient’s right to privacy is a difficult task [135]. Big data, 
no matter how useful for the advancement of medical science and vital to the success of all healthcare organizations, 
can only be used if security and privacy issues are addressed. To ensure a secure and trustworthy big data environment, 
it is essential to identify the limitations of existing solutions and envision directions for future research [187], [188].  
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Security and privacy [190] in big data are important issues. Privacy is often defined as having the ability to protect 
sensitive information about personally identifiable health care information. It focuses on the use and governance of 
individual’s personal data like making policies and establishing authorization requirements to ensure that patients’ 
personal information is being collected, shared and utilized in right ways. While security is typically defined as the 
protection against unauthorized access, with some including explicit mention of integrity and availability. It focuses on 
protecting data from pernicious attacks and stealing data for profit. Although security is vital for protecting data but it’s 
insufficient for addressing privacy.  

The heightened focus on care quality and value; and evidence-based medicine [191] as opposed to subjective clinical 
decisions—all of which are leading to offer significant opportunities for supporting clinical decision, improving 
healthcare delivery, management and policy making, surveilling disease, monitoring adverse events, and optimizing 
treatment for diseases affecting multiple organ systems. As noted above, big data analytics in healthcare carries many 
benefits, promises and presents great potential for transforming healthcare, yet it raises manifold barriers and 
challenges. Indeed, the concerns over the big healthcare data security and privacy are increased year-by-year. 
Additionally, healthcare organizations found that a reactive, bottom-up, technology-centric approach [192] to 
determining security and privacy requirements is not adequate to protect the organization and its patients. 

The research in [193] protects against identity disclosure but failed to protect against attribute disclosure. The authors 
in [194] have presented p-sensitive anonymity that protects against both identity and attribute disclosure. Other 
anonymization methods fall into the classes of adding noise to the data, swapping cells within columns and replacing 
groups of k records with k copies of a single representative. These methods have a common problem of difficulty in 
anonymizing high dimensional data sets. 

The researchers in [195] propose also a cloud-oriented storage efficient dynamic access control scheme cipher-text 
based on the CP-ABE and a symmetric encryption algorithm (such as AES). To satisfy requirements of fine-grained 
access control yet security and privacy preserving, suggestions have been given to adopt technologies in conjunction 
with other security techniques, such as encryption, and access control methods along communication channels [196]. 
On its part, k-anonymous data can still be helpless against attacks like unsorted matching attack, temporal attack, and 
complementary release attack. On the bright side, the complexity of rendering relations of private records k-anonymous, 
while minimizing the amount of information that is not released and simultaneously ensure the anonymity of 
individuals up to a group of size k, and withhold a minimum amount of information to achieve this privacy level and this 
optimization problem is NP-hard [197]. Various measures have been proposed to quantify information loss caused by 
anonymization, but they do not reflect the actual usefulness of data. 

L-diversityis a form of group based anonymization that is utilized to safeguard privacy in data sets by diminishing the 
granularity of data representation [198]. This model (Distinct, Entropy, Recursive) is an extension of the k-anonymity 
which utilizes methods including generalization and suppression to reduce the granularity of data representation in a 
way that any given record maps onto at least k different records in the data. However, L-diversity method is also a 
subject to skewness and similarity attack and thus can’t prevent attribute disclosure [199]. On the other hand, identity 
based anonymization is a type of information sanitization whose intent is privacy protection [200]. It is the process of 
either encrypting or removing personally identifiable information from data sets, so that the people whom the data 
describe remain anonymous. The main difficulty with this technique involves combining anonymization, privacy 
protection, and big data techniques [201] to analyze usage data while protecting the identities. 

9. Conclusion 

This paper discusses FL as a technique that can support big data analysis in healthcare in compliance to HIPPA act and 
other regulations. Federated averaging is a widely acceptable strategy used for training of models in multiple machines 
on private datasets without leakage of data among the individual machines. As shown in the illustration above, its use 
case in health is different concerning data implementation. In health environment, few clients (example health clinic), 
full autonomy of private health institutions’ datasets and voluminous amount of data are some of unique characteristics. 
There are various advancements on FL that the paper has highlighted which aims to optimize its performances. For 
example FedProx, q-FedAvg, per-FedAvg among others. Due to persistent threat against private data such as leakage, de-
anonymization etc, Differential Privacy (DP) approach has been used to secure and preserve private dataset residing in 
the client machine. This article reviews using mathematical notations, concept that is used to prevent leakage of 
information in practice. Further, the privacy of data is improved by addition of noise, by amplification and through 
composition, which applies principle of “Fundamental Law of Information Recovery”. DP algorithm known as Stochastic 
Gradient Descent that is used to minimize privacy loss is also explained in this article. According to the literature domain 
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summarized in the table above, most challenges are on privacy and performance of the model. However, a trade-off 
between privacy and performance is needed in order to provide an trustable efficient systems. Therefore need to 
consider more performance metrics when evaluating a model in FL to ensure adequate verification and validation of 
the model. The study recommends development of Federated Learning techniques that can be applied to conduct 
analysis in clinical health while preserving the privacy of patients’ in a collaborative environment. 
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