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Abstract 

The main objective of this paper is to study of the ideal input and sampling frequencies, as well as determining the 
necessary number of samples for achieving coherent sampling. This aspect holds significant importance when it comes 
to testing analog-to-digital converters (ADCs) using various techniques such as the Histogram Test Method, Discrete 
Fourier Transform Method, or Sine-Fitting Method. The study conducted in this paper sheds light on a crucial 
consideration, which is the trade-off between testing duration and the proximity to the required frequencies. This trade-
off is determined by the number of acquired samples. The balance between the amount of time spent on testing and the 
accuracy achieved in terms of the frequencies being targeted is of great importance. By exploring the ideal input and 
sampling frequencies, along with the determination of the necessary number of samples for coherent sampling, this 
research contributes to enhancing the understanding of ADC testing methodologies. It provides valuable information 
for researchers and practitioners in the field, enabling them to make informed decisions regarding the selection of 
appropriate testing techniques and algorithms based on their specific requirements and constraints. Ultimately, the 
findings presented in this paper have the potential to improve the efficiency and effectiveness of ADC testing processes, 
leading to more accurate and reliable results. 
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1. Introduction

Electrical signals play a crucial role in measurement and estimation applications across various fields. In information 
transmission, for example, electrical signals are used to convey information about physical quantities, such as voltage, 
current, temperature, pressure, and more. By measuring these signals, we can obtain valuable data that helps us 
understand and quantify the properties of the system or phenomenon being measured. Electrical signals can be 
precisely generated and manipulated, allowing for accurate measurement and estimation. The shape, frequency, and 
amplitude of electrical signals can be controlled and adjusted to optimize the measurement process, ensuring reliable 
and consistent results. Electrical signals can be processed and analyzed using various techniques to extract relevant 
information. 

Signal processing methods, such as filtering, amplification, modulation, demodulation, and Fourier analysis, enable us 
to enhance the signal quality, remove noise, extract specific frequency components, and extract useful features for 
measurement and estimation purposes.  

Many measurement applications rely on electrical sensors to convert physical quantities into electrical signals. Sensors 
like thermocouples, strain gauges, accelerometers, and pressure transducers generate electrical signals that are 
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proportional to the measured parameter. These signals can then be processed and analyzed to estimate the desired 
quantity accurately. 

 Electrical signals are used as reference standards for calibration purposes. Precisely known electrical signals, such as 
voltage or frequency standards, are employed to calibrate measurement instruments and ensure their accuracy. This 
calibration process establishes a traceable and reliable measurement system. 

Electrical signals offer a non-intrusive method for measuring various parameters without physically interfering with 
the system under observation. For example, electrical signals can be used to measure electrical power consumption, 
vibration levels, or temperature without the need for direct contact or invasive techniques. 

In applications such as industrial process control or medical monitoring, electrical signals enable real-time 
measurement and estimation, providing valuable feedback for immediate decision-making and control actions. Real-
time monitoring and control systems rely on accurate and timely electrical signal measurements to ensure optimal 
performance and safety. 

Choosing the appropriate signal frequency for stimulus signal in analog-to-digital converter (ADC) testing is important 
for several reasons. The Nyquist-Shannon sampling theorem emphasizes the need for a sampling frequency that is at 
least twice the maximum frequency component of the analog signal to prevent aliasing and ensure accurate 
reconstruction. By using different signal frequencies, the frequency response of the ADC can be characterized, revealing 
non-linearities, gain variations, and distortion across various frequency ranges.  

Testing the dynamic range and linearity of the ADC requires selecting frequencies that challenge these aspects 
throughout the frequency spectrum. ADCs can introduce harmonic distortion and intermodulation distortion, which 
vary with frequency. Evaluating the ADC's noise performance and determining the signal-to-noise ratio necessitate 
choosing appropriate frequencies. Additionally, the choice of signal frequency helps prevent aliasing, where high-
frequency components fold back into the ADC's frequency range. Thus, considering a range of frequencies enables a 
comprehensive assessment of the ADC's performance in terms of reconstruction, frequency response, dynamic range, 
distortion, noise, and aliasing prevention. 

Different shapes of electrical signals are used in various applications depending on their specific characteristics and 
requirements. The sinusoidal waveform is one of the most common and fundamental waveforms in electrical 
engineering. It is characterized by a smooth, periodic oscillation that resembles a sine wave. Sinusoidal signals are 
widely used in applications such as power generation, audio systems, analog signal processing, and AC (alternating 
current) power transmission and ultrasonic ranging [1]. Triangular waveforms are characterized by a linear rise and 
fall with a sharp change in direction at the peaks and troughs. These waveforms are often used in applications such as 
motor control, modulation techniques, and audio synthesis. They can even be used for ADC testing [3-5]. Rectangular 
waveforms have equal positive and negative voltage durations with sharp transitions between the two levels. They are 
commonly used in digital electronics, pulse-width modulation (PWM) applications, clock signals, and data transmission. 
Sawtooth waveforms have a linear rise in voltage followed by a rapid drop back to the original level. They find 
applications in various areas such as music synthesis, sweep generators, and television raster scanning. Pulse 
waveforms have a distinct shape characterized by a narrow and brief period of high voltage (pulse) followed by a longer 
period of low voltage (rest). Pulse waveforms are used in applications such as pulse radar, timing circuits, pulse-width 
modulation, and digital communication. Exponential waveforms exhibit exponential growth or decay. They are used in 
applications such as charging and discharging of capacitors, exponential waveform generators, and time-domain 
reflectometry. Even constant signals have many applications like resistivity measurements [2]. 

The most popular techniques for testing an ADC [2, 6] involve sampling a sinusoidal input signal at a fixed rate (referred 
to as the sampling frequency, or fs), and then estimating various converter properties from the ADC output codes [7]. 
The Histogram Method is one of these techniques [8-15], which computes a histogram of the output codes to ascertain 
transition voltages and other parameters including gain, offset error, integral nonlinearity (INL), and differential 
nonlinearity (DNL). Another technique is called "sine-fitting," which uses least-squares estimation to fit a sinusoidal 
form to the ADC output codes [16-19]. The resulting error signal can be used to calculate aperture uncertainty, additive 
noise, and phase noise (jitter) [16, 20-23]. A discrete Fourier Transform is applied to the output in the case of the DFT 
test [7, 24-26]. The knowledge of the amount of additive noise or jitter [27, 30], for example, is paramount when 
computing the uncertainty of estimates obtained. Even a constant signal can be used to test an ADC in static conditions 
[31, 33]. 
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To ensure that the amplitude distribution of the sampled voltages is clearly understood, all these testing techniques 
presuppose that the input signal is a perfect sinusoid that is sampled at particular time intervals. The signal needs to be 
captured for exactly one period of the stimulus signal to accomplish this. The stimulus signal frequency (f) must be 
substantially lower than the sampling frequency due to the enormous number of samples needed (sometimes millions) 
to assure good precision in the test findings, which is not ideal because the performance of ADCs depends on the input 
frequency. Time-equivalent sampling is frequently applied as a solution to this issue. To do this, samples must be 
collected throughout multiple sinusoid periods. It's crucial to make sure that the following relationship is verified [27]: 

s

f J

f M
  

, 
(1)  

where J is the number of periods of the input signal during which the M samples are acquired. Fig.1 depicts the case 
where 40 samples are acquired during two periods of the stimulus signal. 

 

Figure 1 Representation of 2 periods of a sinusoid during which 40 samples were acquired. 

Because the integers 2 and 40 are not mutually prime (they have at least one common factor greater than 1, in this case 
the number 2), the number of distinct phases is just 20 as can be seen in Fig. 2. 

 

Figure 2 Representation of the samples phases (z), normalized from 0 to M, for the case of 40 samples acquired 
during 2 sinusoid periods 

Obtaining 39 samples in two separate time periods (as shown in Fig. 3) would result in 39 distinct sample phases. This 
is because the integers 2 and 39 are mutually prime, as illustrated in Fig. 4. 
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Figure 3 Representation of 2 periods of a sinusoid during which 39 samples were acquired. 

 

Figure 4 Representation of the samples phases (z), normalized from 0 to M, for the case of 39 samples acquired 
during 2 sinusoid periods. 

1.1. Frequency Errors 

The distribution of sample phases might not be even because frequency errors can occur in both the sinewave and 
sampling generators. The number of samples must satisfy Eq. (2) in order to guarantee that an inaccuracy in the 
frequency ratio (Dr) results in an error in the distribution of phases of less than 50% of the ideal phase spacing. 
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(2)  

This limit also guarantees that the variance of the number of counts of the cumulative histogram is lower than 1/4 [33-
34]. 

Inserting (1) in (2) leads to 
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If we take into account the maximum relative errors of ±ε and ±δ in the real values of the frequency, Eq. (5) can be 
expressed as: 
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Expression (5) implies that 
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If the value of the rightmost term is less than 
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, then the value of Δρ will also be less than that value. Therefore, the 

number of samples must satisfy:    
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As a result, an equation can be derived to determine the maximum number of samples that must be acquired 
consecutively: 
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1.2. Algorithms 

It is not easy to choose an input frequency and sample count that satisfies both equations (1) and (9) at the same time. 
To solve this problem, different algorithms are examined in the part that follows. 

1.3. Standard 

The IEEE waveform digitizer standard [7] outlines an algorithm that relies on the observation that an integer and one 
of its multiples subtracted by 1 are mutually prime. The algorithm is presented as follows: 

Find an integer, n, such that the desired frequency (fd) is approximately fs / n. 

Let J = int(M / n) = the number of full cycles that can be recorder at this frequency. 

Let f = Jfs / (nJ1). 

This guarantees nJ-1 distinct sample phases. 

The first phase of the procedure described above involves choosing the value of the integer n, which stands for the 
number of samples collected during the course of one sinusoidal period. This is due to the fact that it is unclear whether 
the fs/fd ratio should be rounded up or down, as seen in 
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For large values of M (>100), where and, Fig. 5 shows the actual frequency ratio f/fs plotted against the planned 
frequency ratio fd/fs. Instances when the ratio fs/fd is rounded up or down are represented by the thin and thick lines, 
respectively. For instance, if the desired frequency is exactly half the sampling frequency (d =1/2), there is no need for 
rounding (n= fs/fd =2) because the ratio fs/fd is exactly two. This corresponds to the center of the picture, where each 
sinusoid period includes exactly 2 samples. Thus, the ratio fs/fd would be between 1 and 2 if the required frequency is 
greater than half the sampling frequency and less than the sampling frequency (1/2<d<1). If you rounded it up, you'd 
get two samples. 

 

Figure 5 Representation of the relationship between the desired and actual frequency ratios. When fs/fd is rounded 
up, the thin line indicates that, and when it is rounded down, the thick line. 

The value of M that should be used is not stated in the procedure suggested in [7]. One may presume that this value 
should be used to determine J if one were to refer to the preceding section, which says that the number of samples 
shouldn't be greater than Mmax, which is given by (9). There is a drawback to this strategy, though. Although the 
algorithm makes sure that the number of samples to be obtained (nJ-1) is smaller than the amount chosen for M, this 
could lead to a frequency that is higher than desired, which would lower the bound Mmax provided by (9) and result in a 
bigger number of samples (nJ-1) than Mmax. Fig. 6 (thin line) shows this, where the relative difference between the actual 
number and 
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Figure 6 The intended frequency ratio is used to represent the relative difference of the number of samples as 
indicated by equation (11). When fs/fd is rounded up, the thin line indicates that, and when it is rounded down, the 

thick line. 25 ppm of frequency errors were employed. 
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This happens when the ratio fs/fd is rounded down to get n. Always rounding up fs/fd would be the appropriate strategy. 
By doing this, (9) will always be satisfied, as indicated by the thick line in Fig. 6. The thick line in Fig. 5 illustrates how 
this would likewise lead to a frequency lower than the desired one. 

The actual frequency ratio and number of samples to acquire would be 

max
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1.4. Analytical 

It should be noted that the maximum number of samples (Mmax), which is specified by the frequency ratio (as stated in 
equation (9), is necessary for the frequency ratio to be calculated from equation (12). When M/J is used in place of 
fsideal/fideal in equation (9), the following two equations can be combined: 
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Using M=nJ-1, expression (13) can be rewritten as 
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After some simplification, 
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Solving the second order equation leads to 
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Inserting again M=nJ-1: 
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And finally solving for J and rounding down the right member of (17) leads to 
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The thick line in Fig. 7 demonstrates that, in comparison to the method described in, utilizing the expression derived in 
(13) is a more effective way to calculate J in terms of the number of samples (12). 

 

Figure 7 Expression (18) is used to represent the relative difference between the number of samples defined by (11), 
as a function of the desired frequency ratio. The thick line shows the application of equation, whereas the thin line 

represents the best answer as indicated in III.C. (18). 25 ppm of frequency mistakes were employed. 

The frequency however will still be in some cases far from the desired one (thick line in Fig. 8). 

 

Figure 9 The actual frequency ratio is shown as a function of the desired one. When expression (18) is used, the 
situation is represented by the thick line, and when the best answer is employed (finding J that is mutually prime with 

M provided by (9)), the thin line is applied. 25 ppm of frequency errors were employed. 

1.5. Optimal 

We must make sure that J and M do not share any divisors. A computer can help with this since it is often used to process 
test data or execute the ADC test in the first place. Fig. 7 (thin line) and 8, in particular, which show that the actual 
frequency ratio is nearly similar to the targeted ratio, show the success of this strategy. 

To achieve an optimal solution for sample acquisition in ADC testing, a recommended approach is to utilize the number 
of samples determined by equation (9): 

maxM M    . (19) 

However, it is important to note that this value serves as an upper bound, and the objective is to search for an integer 
value, denoted as J, that is lower than the value  
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max dJ M     . (20) 

One crucial requirement in this process is to ensure that J and M, do not share any common divisors. This condition is 
necessary to maintain the integrity and accuracy of the sampling process. Since computing systems are commonly 
employed for processing test data or executing ADC tests, they can be leveraged to facilitate this search. The 
computational power and algorithms available in computers greatly aid in identifying suitable values for J and M that 
satisfy the non-divisor criterion. 

The successful implementation of this strategy is evidenced by Fig. 7 and 8. Fig. 7, depicted by the thin line, illustrates 
that the actual frequency ratio achieved through this approach is remarkably close to the targeted ratio. This proximity 
signifies the effectiveness of the sampling methodology in accurately capturing the desired frequency range. 
Furthermore, Fig. 8 showcases the positive outcomes of the strategy, as the thin line demonstrates the maximum 
utilization of available samples. 

By employing the optimal solution derived from equation (9), searching for a suitable J value, and ensuring the absence 
of common divisors between J and M, this approach offers a reliable and efficient method for sample acquisition in ADC 
testing. The reliance on computer-based processing facilitates the execution of this strategy and aids in achieving the 
desired frequency ratio with high fidelity. The presented figures provide visual evidence of the strategy's success, 
reinforcing its viability for accurate and precise ADC testing. 

2. Conclusions 

In the context of acquiring successive samples in ADC testing, there is a restriction on the maximum number of samples 
due to the need for evenly spaced phase samples, even in the presence of frequency errors. This constraint ensures that 
the acquired samples maintain a uniform distribution across the waveform, regardless of any frequency deviations. 

To address this issue, the paper refers to a specific algorithm discussed in a prior work (reference [7]). The mentioned 
algorithm is further elucidated to provide a clearer understanding of its functioning. Additionally, the paper introduces 
equation (18) as a more practical approach to calculating the number of samples required for the given testing scenario. 
This equation offers a pragmatic method for determining the optimal number of samples needed for accurate sampling. 

Moreover, the paper demonstrates the effectiveness of the suggested algorithm by showcasing the best approach. This 
approach involves conducting an exhaustive search for two mutually prime integers. Despite its increased 
computational complexity and the requirement for a computer-based implementation, this method offers distinct 
advantages. It allows for achieving proximity to the ideal input frequency, as indicated by the thin line in Fig. 7. 
Additionally, it maximizes the utilization of samples, as evidenced by the thin line in Figure 8. These outcomes highlight 
the superiority of the suggested approach in terms of capturing the desired frequency range with a higher degree of 
precision. 

By presenting the algorithm in detail, introducing a practical calculation method, and showcasing the advantages of the 
best approach, the paper contributes to advancing the understanding of how to optimize sample acquisition in ADC 
testing. Researchers and practitioners can leverage this information to select appropriate techniques and algorithms 
that strike a balance between accuracy and efficiency in their specific testing scenarios. The findings highlight the 
potential for improved ADC testing methodologies that yield more reliable and precise results. 
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