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Abstract 

Diabetes is one of the common health problems encountered today, and this problem is increasing day by day due to 
unbalanced and unconscious eating habits. Once a person is diagnosed with diabetes, the likelihood of recovery from 
this disease is often low. If a person is diagnosed with diabetes, the individual must usually take medication and/or 
follow a strict diet program for life. While this may be somewhat more manageable for patients living in developed 
countries, it is often difficult for citizens in developing countries to access these facilities. Because it is generally more 
difficult and costly to access medicine and healthy nutrition in these countries. Therefore, in this study, ways to diagnose 
diabetes at an early stage using machine learning techniques are examined. In the study, symptoms such as age, gender, 
polyuria, polydipsia, sudden weight loss, weakness, polyphagia, genital fungus, blurred vision, itching, irritability, 
delayed healing, partial paralysis, cramps, hair loss and obesity are examined and which parameters were more effective 
in diagnosing diabetes.  
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1. Introduction

According to the World Health Organization reports, there are 422 million diabetic patients in the world [1]. Diabetes 
affects almost the entire body, causing irreversible losses in the most critical areas of the body such as the heart, kidneys, 
eyes, brain, nerves and blood vessels. However, every year 1.6 million people lose their lives directly due to diabetes 
[1]. Although diabetes is seen in all countries of the world, it mostly affects people living in low- and middle-income 
countries. People living in these countries only consult a physician if they develop a serious complication related to 
diabetes. This causes the disease to reach untreatable levels [2]. 

Diabetes is a chronic disease that affects not only physical health but also psychological and emotional health. Living 
with diabetes requires constantly checking blood sugar, taking insulin injections, and following a special diet. This 
situation requires constant awareness and effort in the individual's daily life, which can cause psychological problems 
such as stress, anxiety and depression. Additionally, concern about the long-term health complications of diabetes and 
the effects of this disease on social life can also affect psychological health. In this context, the process of coping with 
diabetes should include not only medical treatment but also psychological support and counseling services. Thus, 
individuals can both manage their physical health and maintain their emotional well-being [2], [3]. 

This study aims to diagnose early diabetes based only on the person's appearance and the basic questions the person 
answers. While this test can be performed easily, it can prevent time and economic losses by providing a serious guide 
to the specialist physician. The main purpose of this study is to diagnose the person quickly and effectively for 
preventive purposes. It is known that some problems seen as a result of diabetes before the diagnosis of diabetes is 
made are important in the early diagnosis of diabetes. The most basic parameters examined when diagnosing a person 
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with diabetes are age, gender, polyuria, polydipsia, sudden weight loss, weakness, polyphagia, genital fungus, blurred 
vision, itching, irritability, delayed healing, partial paralysis, cramps, alopecia areata and obesity. is a custom [4], [5]. 

The data set used in the study includes 16 features [4], [5]. The classification process [6], [7] was carried out by 
systematically selecting attributes ranging from eight to one among these attributes. In addition, these 16 features were 
examined in terms of all principal components between 1 and 16 with the help of principal component analysis [8]. 
Accordingly, it has been revealed which approach is more advantageous for this data set. Throughout the process, 
classification was carried out using support vector machines (SVM) [9], Decision tree (DT) [10], Nearest Neighborhood 
(KNN) [11] and Navie Bayes (NB) [12] algorithms. 

 

Figure 1 Proposed method 

2. Method 

Classification is used in many areas of science. In recent years, the increase in data received from patients and the high 
workload of specialist physicians in the healthcare system have led to the increase of machine learning-based methods 
in solving medical problems. The input matrix for the classifier can be defined as a combination of these features in a 
certain arrangement. 

Such studies contribute to important issues in the field of medicine, such as early diagnosis of diseases, treatment 
planning and patient management. The use of classification science in the field of medicine allows patients to be 
evaluated more quickly and effectively, to reach the correct diagnosis and to optimize treatment processes. 

There are 16 features in the data set used in this study. These attributes are age, gender, polyuria, polydipsia, sudden 
weight loss, weakness, polyphagia, genital fungus, blurred vision, itching, irritability, delayed healing, partial paralysis, 
cramps, alopecia areata and obesity. The input of the classifier is a matrix as follows. This matrix is a structure in which 
each attribute is arranged in a certain order and contains the values that each patient has for these attributes. 
Classification algorithms have the ability to recognize a specific disease or classify a condition by analyzing this input 
matrix. 

𝐗 = [𝐱1 𝐱2 𝐱3 … 𝐱𝑘] ………. (1) 

where 𝐱1,  𝐱2, 𝐱3 … 𝐱𝑘 p denote p-dimensional feature vectors. In this study, 𝑘 = 16, 𝑝 = 520. The output of the data set 
is created as shown below: 

𝐲 = [𝑦1 𝑦2 𝑦3 … 𝑦𝑝]T……………(2) 

where 𝑦1 , 𝑦2, 𝑦3 𝑎𝑛𝑑 𝑦𝑝 represent the labels related to the above examples. 𝑦𝑖 = 0 𝑜𝑟 1. Diabetes is expressed as 1 and 

healthy person as 0. In classification problems, the data set is generally divided into two groups: training 
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{X𝑒ğ𝑖𝑡𝑖𝑚 , 𝐲𝑒ğ𝑖𝑡𝑖𝑚} data and testing {X𝑡𝑒𝑠𝑡 , 𝐲𝑡𝑒𝑠𝑡} data. 𝐗 and 𝐲 are defined in Equation-1 and Equation-2. In some cases, 

data can be grouped in different ways using the dataset cross-validation technique. In this study, 30% of the data set is 
used for testing and the remaining part is used for training. 

The proposed classification approach is seen in Figure-1. According to this figure, the data set is first divided into two 
separate groups. The training set is passed through the stages symbolized by blue boxes. First, pre-processing is applied 
to the data set. In this pre-processing stage, the mean of each attribute of the input data is brought closer to zero and the 
standard deviation is brought closer to one. This process is of great importance for many classifiers to work efficiently. 
The parameters obtained from the normalization process are recorded to normalize the test data. In the second stage, 
feature selection or reduction is performed. The parameters obtained from this process are also recorded. Finally, the 
parameters of the classifier are set with the normalized features, processed features and relevant labels. Similar to the 
previous steps, the parameters are recorded and the classifier is made available for diagnosis of diabetes 

In this study, support vector machines (SVM), decision trees (DT), Naive Bayes (NB) and k-nearest neighbor (KNN) 
algorithms are used to perform classification. The unique features and advantages of each algorithm are evaluated in 
accordance with the nature of the data set and included in the classification process. 

Support vector machines (SVM) is a classification method that is especially effective on high-dimensional data sets. The 
reasons for using SVM in this study include its ability to adapt to the complexity of the data set and its tendency to perform 
well overall. 

Decision trees (DT) offer a user-friendly approach to explaining and interpreting classification problems. This algorithm 
is valuable for understanding relationships in the data set and transparently visualizing its decisions. 

Naive Bayes (NB) is a probability-based classification method that is especially successful in applications such as text 
mining. This algorithm works by underestimating the dependencies between attributes in the data set, and with this 
feature it can be especially effective in large data sets. 

K-nearest neighbor (KNN) is an example-based classification method. This algorithm performs classification by bringing 
similar examples together. The flexibility of KNN can be especially advantageous in identifying structural features in the 
data set and classifying on an example basis. 

The classification process using these four different algorithms was carried out in accordance with the characteristics 
and structures of the data set, and a more effective classifier was designed by comparing the performance of these 
algorithms. In this way, a significant contribution to future similar studies may be made by better understanding the 
internal dynamics of the data set. 

2.1. Data Source  

The main data source in this study is a dataset predicting the risk of early-stage diabetes, and this dataset (the early-
stage diabetes risk prediction dataset)) was collected at Sylhet Diabetes Hospital in Sylhet, Bangladesh [4], [5]. Data were 
recorded through surveys taken directly from patients [4], [5]. This survey contains comprehensive information about 
patients' health status, lifestyle and genetic history. 

This dataset may provide important information for improving methodologies used in early-stage diabetes-related risk 
prediction and monitoring patients more effectively. Analysis of such data sets can support important steps towards 
improving public health by providing a valuable contribution to applications in the healthcare sector. 

Most of the questions in the data set have categorical features. This indicates that information in different areas, such 
as patients' demographic characteristics, genetic predispositions and lifestyles, is grouped into certain categories. Sex, 
polyuria, polydipsia, sudden weight loss, weakness, polyphagia, genital fungus, blurred vision, itching, irritability, 
delayed healing, partial paralysis, cramps, alopecia areata and obesity are all binary options. Based on these questions, 
it is possible to diagnose early diabetes. 
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Figure 2 Correlation matrix 

3. Experimental results and discussion 

The relationships between each attribute in the data are given in Figure 2. In general, it appears that there is no 
significant correlation between the attributes. This shows that the features identified for early diabetes diagnosis are 
well selected. However, their effects on classifiers need to be examined in more depth. 

Interpretation of experimental results is examined in two main parts. The first of these, the PCA method, briefly referred 
to as principal component analysis, which is a feature reduction technique, is applied to the data set. 

Table 1 Performance of classifiers for feature reduction 

 DT SVM NB KNN 

1-Feature 85.85±3.03 78.21±2.87 78.08±2.65 90.12±2.38 

8- Feature 92.9±2.1 89.86±2.12 87.26±2.51 95.4±2.15 

16- Feature 93.74±2.07 91.5±1.82 88.6±3.11 96.62±1.24 
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For this purpose, the data set was divided into two: 70% training and 30% testing. First of all, the training set is 
normalized. The parameters used for normalization were recorded. The normalization process is effective on the 
performance of many classifiers, except some classifiers such as DT. After normalization, the features are reduced with 
the help of the PCA algorithm. The reduced features and their associated labels are used to train the classifier. The 
parameters of the trained classifier are also recorded. Then, in the training phase, testing is carried out with the 
optimum parameters obtained in the normalization, PCA and classification stages. For testing, data that has not been 
experienced by the model is used. In other words, 30% of the data set other than the training set is used. The effects of 
feature reduction have been observed with SVM, DT, NB and KNN classifiers. The training and testing process was 
repeated 50 times after the data was randomly sorted. 

 

Figure 3 Performance of Classifiers 

The average, maximum and minimum values of these results are plotted in Figure 3. According to the figure, it can be 
seen that good results are obtained as a result of the classification process generally made with 16 features. The results 
obtained from this figure are summarized in Table 1. Accordingly, it appears that KNN is the most successful classifier. 

In the second part of the study, feature selection was emphasized instead of feature reduction technique. This process 
has tried all attribute combinations between 1 and 8. The normalization and training procedures performed for PCA 
above are also valid in this section. Therefore, this section specifically focuses on how feature selection is made. For this 
process, feature groups ranging from 1 to 8 were taken from the 16-element set we had. The performances of each of 
these groups were measured with the accuracy values obtained with the KNN algorithm. 
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Table 2 Feature Selection Effects  

S* Features DY** 

 1 2 3 4 5 8 9 10 11 12 13 14 15  

1    4          75.58 

2  2 3           81.99 

3 1 2 3           86.67 

4 1 2 3      11     91.28 

5 1 2 3      11    15 94.29 

6 1 2 3 4   9      15 96.41 

7 1 2 3 4   9   12  14  97.051 

8 1 2 3 4 5     12  14  97.115 

9 1 2 3 4  8  10 11    15 97.179 

10 1 2 3 4  8  10    14 15 97.244 

11 1 2 3 4   9 10 11    15 97.051 

12 1 2 3 4   9  11 12  14  97.115 

13 1 2 3 4   9  11 12   15 97.372 

14 1 2 3 4   9   12 13 14  97.436 

15 1 2 3 4   9   12 13  15 97.051 

16 1 2 3 4    10  12    97.051 

17 1 2 3 4     11 12 13  15 97.179 

18 1 2 3 4     11 12  14 15 97.500 

S*: shows simulations repeated 10 times. 

DY**: Average accuracy percentage of 10 runs 

1-age, 2-gender, 3-polyuria, 4-polydipsia, 

5-sudden weight loss, 6-weakness, 7-polyphagia,  

8-genital fungus, 9-blurred vision, 

10-itching, 11-irritability, 12-delay in healing, 

13-partial paralysis, 14-cramp, 15-alopecia areata 

When Table 2 is examined, it is clearly seen that polydipsia, that is, the need to consume a lot of water, alone has a 
serious impact on the diagnosis of early diabetes. Just by looking at this attribute, it can be said that there is a 75% 
probability that the person has diabetes. Apart from this, polyuria also has serious effects with age. In this regard, the 
attributes of age, gender, polyuria, polydipsia, irritability, delay in recovery, cramps and alopecia areata enable the 
diagnosis of early diabetes to be predicted with a high accuracy of 97.5%. 

4. Conclusion 

In this study, feature reduction techniques and feature selection activities, which play an important role in early diabetes 
diagnosis, are discussed. The analyzes clearly showed that extremely successful classification results were achieved 
with effective feature selection and appropriate classifier selection. Feature selection is critical to determining what 
information should be obtained from the patient. This process helps identify the most important markers to diagnose 
diabetes, which optimizes the diagnostic process and provides healthcare professionals with more focused and effective 
information. On the other hand, the use of feature reduction techniques can increase the generalization ability of the 
model by reducing the complexity in the data set. This is an important factor in achieving more reliable and sensitive 
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results in the diagnosis of diabetes. This research emphasizes the importance of early diagnosis and shows that feature 
selection and reduction techniques can be successfully applied in the early diagnosis of diabetes. These approaches can 
both improve patients' quality of life and provide cost-effective solutions to healthcare systems. 
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