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Abstract 

This paper introduces a new method for selecting terms in the field of emotion recognition from text. Instead of focusing 
solely on very common or very rare terms, this approach considers moderately frequent terms as well. The idea is that 
these moderately frequent terms might also contain important information for distinguishing between emotions. 
Compared to traditional methods like Chi-Square and Gini-Text, this new approach performs better in many cases. To 
represent documents, the bag-of-words approach is used, where each document is represented by a vector. In this 
vector, each selected term is given a weight of 1 if it appears in the document, and 0 if it does not. Importantly, this new 
method includes terms that are not selected by Chi-Square and Gini-Text. Experiments conducted on a standard dataset 
demonstrate that including moderately frequent terms improves the accuracy of emotion recognition. This 
improvement is evident in terms of accuracy scores. 
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1. Introduction

Recognizing emotions in natural language has become a challenging task due to the vast amount of data available on the 
Internet. Various methods have been developed and applied across different mediums such as images, speech, videos, 
and text to tackle this challenge. Understanding emotions is particularly crucial for improving human-robot 
interactions, as emotions play a significant role in such interactions. While recognizing emotions in images and videos 
is computationally expensive and difficult, text-based emotion recognition has gained prominence due to the 
exponential growth of textual data on the Internet. With the rise of social networks and internet-based applications, 
people often express their emotions through text. Text classification, the process of categorizing documents into 
predefined categories based on their content, plays a pivotal role in this domain. Text classification essentially mimics 
human abilities to categorize documents, enabling fast and accurate classification of vast amounts of information. 
Emotions expressed in text can be categorized into various classes such as anger, joy, disgust, sadness, fear, and surprise, 
among others. These emotions can further be categorized as primary, secondary, or tertiary forms, with some being 
considered desirable (e.g., joy) and others undesirable (e.g., anger). Psychological research has identified fundamental 
emotions, which are influenced by biological and social factors. These basic emotions include enjoyment/joy, 
interest/excitement, surprise, anger/rage, disgust, distress/anguish, fear, and shame/humiliation. Emotion recognition 
from text often focuses on a set of basic emotion categories, such as anger, disgust, fear, guilt, joy, shame, and sadness. 
Various methods exist for emotion recognition from text. One approach is lexicon-based, where emotions are identified 
based on predefined emotion lexicons. Another approach involves machine learning-based classifiers trained on labeled 
data to recognize emotions in new text inputs. Both approaches have been explored in recent research to improve 
emotion recognition accuracy and efficiency. 
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2. Literature Survey 

 Before text classification can be performed, several preprocessing steps are necessary. Firstly, the bag-of-words (BOW) 
representation is employed, treating each unique word in the document set as a distinct feature or term. Secondly, term 
scoring is crucially applied in two main areas: term selection and term weighting. Term selection involves choosing a 
subset of terms from the initial document collection to represent documents, discarding irrelevant terms based on 
various approaches. This is essential for managing the high dimensionality of the feature space and avoiding the 
inclusion of non-informative words, which can negatively impact automatic categorization systems. After selecting a 
subset of terms, the relative influence of these terms is quantified through term weighting. In the realm of emotion 
recognition from text, the BOW representation often leads to extremely sparse vectors due to the brevity of text 
documents, resulting in what is known as the feature sparseness problem. This issue hampers classifier performance, 
as sparse features can lead to less effective learning. To address the feature sparseness problem, previous research has 
explored various techniques. Some studies have introduced novel term weighting methods that consider feature 
similarities, while others have enriched the BOW representation by incorporating semantic and syntactic relations 
between words. These enhancements aim to improve classifier recall by mitigating sparseness issues. Additionally, 
research has highlighted the importance of rare words, demonstrating that they can significantly contribute to classifier 
accuracy, especially in domains with a high number of training samples. For instance, in patent classification studies, 
the inclusion of rare technical terms has been shown to enhance classification performance. This underscores the value 
of considering both frequent and rare terms in text classification tasks. 

3.  Method  

Each aspect of the proposed framework 

3.1. Chi-Square 

Chi-Square is a statistical measure commonly used in feature selection to assess the independence between a term's 
occurrence and its class label. It is calculated using Equation (1), which considers the frequencies of term occurrences 
in both positive and negative class documents. 

3.2. Gini-Text 

Originally developed to measure impurity in decision trees, the Gini Index is adapted for feature selection as Gini-Text. 
This measure evaluates the impurity of a term based on its distribution across positive and negative class documents. 
Lower values indicate less impurity, making the term more informative for classification. 

3.3. Relevance Frequency 

Relevance Frequency focuses on the ratio of a term's occurrences in positive and negative class documents. It assumes 
that terms with similar ratios contribute equally to classification, regardless of their absolute frequencies. Equation (3) 
computes the relevance frequency, emphasizing terms more prevalent in the positive class. 

3.4. Binary Term Weighting 

Binary term weighting simplifies term representation by assigning a binary value (1 or 0) to each term based on its 
presence or absence in a document. This straightforward approach is computationally efficient and particularly suitable 
for short documents where term re-occurrence is rare. 

3.5. Proposed Scheme 

The proposed scheme introduces a novel approach that combines the relevance frequency factor with a delta (Δ) factor 
to compute relevance scores for each term. Equation (4) outlines this calculation, which considers both the term's class 
distribution and its discriminative power. 

3.6. Construction of Training and Test Vectors 

Training and test vectors are constructed by sorting terms based on their relevance scores and selecting a 
predetermined number of top-ranking terms. These binary-valued feature vectors serve as input for training and testing 
the classification model. 
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The framework's performance is evaluated using the ISEAR dataset, which includes seven basic emotion categories. 
Accuracy, calculated from the model's predictions, serves as the primary evaluation metric. The discussion highlights 
the effectiveness of each feature selection and weighting scheme, as well as the proposed scheme's contributions to 
improving classification accuracy. 

This comprehensive framework offers a systematic approach to emotion recognition from text, leveraging various 
feature selection and weighting techniques to optimize classification performance. 

4. Result and Discussion 

The experimental results depicted in Table 1 showcase the performance of different feature selection schemes in 
emotion recognition from text. Across various emotion categories in the ISEAR dataset, Relevance Score consistently 
outperforms other schemes in terms of accuracy. Notably, Delta also achieves top accuracies in several categories, while 
Chi-Square exhibits superior performance in fewer categories. Conversely, Gini-Text fails to demonstrate significant 
improvements across any category. Analyzing the impact of the number of selected features reveals interesting insights. 
In categories like disgust, fear, joy, and sadness, increasing the number of features leads to improved accuracy. However, 
this trend is less pronounced in categories such as anger, guilt, and shame, indicating a limited number of discriminative 
terms within these categories. Notably, Gini-Text consistently underperforms across all categories as the number of 
selected terms decreases, while Relevance Score maintains strong performance even with a smaller number of features. 
Further comparison of the best and second-best accuracy scores obtained using different feature selection approaches 
highlights the effectiveness of Relevance Score in achieving top performances across multiple categories. However, the 
optimal number of features varies across categories. For example, while Chi-Square achieves best scores with 800 and 
1000 features in joy and disgust categories, Relevance Score outperforms with just 50 and 200 features in anger and 
shame categories, indicating its efficiency in selecting fewer but more informative features. Analyzing the average 
number of terms per document in the ISEAR dataset reveals the prevalence of shorter emotion documents, with many 
terms occurring only once. This underscores the suitability of binary term weighting due to the low recurrence of terms 
in documents. Further examination of feature selection schemes' behaviors reveals that Chi-Square tends to select 
positive class indicative terms, while Gini-Text and Relevance Score prioritize negative class indicative terms. Notably, 
Chi-Square's selection heavily favors positive class terms, potentially leading to poor performance in extreme filtering 
scenarios due to the exclusion of negative class indicative terms. Conversely, the inclusion of comparatively rare 
features, particularly those asymmetrically distributed between positive and negative classes, contributes to Chi-
Square's superior performance in certain categories. In summary, while Chi-Square favors positive class terms, Gini-
Text and Relevance Score prioritize negative class terms. Relevance Score, in particular, selects terms indicating 
negative class membership to a greater extent, leading to improved performance. These findings underscore the 
importance of selecting features that effectively capture class distributions, with Relevance Score demonstrating 
notable efficacy in achieving this goal. 

Table 1 Performance of different feature selection schemes 

 Gini-Text Relevance Score 

Average(A) 140 56.54 

Average(C) 153.43 67 

Average A/C 0.56 0.45 

5. Conclusion 

A novel feature selection scheme is introduced to investigate its impact on emotion recognition from text. Through 
experimentation on an emotion dataset, various feature reduction techniques such as Chi-Square, Gini-Text, Delta, and 
Relevance Score selection schemes are compared. The One Against All (OAA) approach, employing linear Support Vector 
Machine (SVM) as the classifier, is utilized for binary classification. Results demonstrate that the Relevance Score 
selection scheme significantly enhances classification performance across multiple emotion categories. Relevance Score 
strikes a better balance between term occurrence frequencies and class distribution, leading to improved feature 
selection. However, there remain areas warranting further exploration. Alternative term weighting schemes could 
replace binary term weighting, potentially enhancing performance. Additionally, other feature selection methods may 
offer opportunities for further improvement. Furthermore, the proposed Relevance Scoring method, which computes 
scores based on the multiplication of relevance and delta factors, could be combined with other selection schemes for 
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even better results. Each selection scheme has its strengths and weaknesses, particularly when dealing with varying 
numbers of filtered terms. By leveraging the strengths of multiple schemes, more informative subsets of terms can be 
obtained, thereby improving overall results. 
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