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Abstract

The digital environment has changed through Al-native cloud infrastructure development which needs sophisticated
decision-making frameworks exceeding traditional heuristics with static automation approaches. Artificial intelligence
(AI) along with adaptive architectures and policy- based governance systems have produced policy-driven decision
intelligence (PDDI) models which operate in the complex and dynamic nature of cloud ecosystems. The models combine
machine learning with reinforcement learning and formalized policy constraints to deliver automatic context-aware
adaptation to changing workloads and business objectives and regulatory requirements.

This study deeply examines PDDI implementation in Al-native cloud environments which operate with dynamic
capabilities. The paper examines the structure of models and their essential modules together with the decision-making
processes. The research combines simulation-based modeling with real-time telemetry analysis and constraint-aware
optimization on cloud-native orchestration platforms. The integration of intelligent policies directly into cloud system
operations through PDDI allows continuous strategic alignment and regulatory compliance as well as system resilience
and operational performance.

The analysis identifies crucial technical obstacles surrounding policy conflict resolution together with explainability
methods and multi-objective optimization. The study investigates the implementation and practical applications which
include autonomous infrastructure management together with service reliability engineering and regulatory
compliance automation. The results demonstrate that policy-aware intelligence plays a vital role in future autonomous
cloud platforms which presents guidelines for developing self-governing systems to operate in the volatile modern
digital environment. The research joins the expanding conversation about developing intelligent cloud management
frameworks which are policy-focused for the upcoming computing generation.

Keywords: Al-native cloud infrastructure; Policy-driven intelligence; Adaptive systems; Cloud governance;
Reinforcement learning; Real-time telemetry continuum

1. Introduction

Al-native cloud infrastructure represents a transformative change in computing systems due to the fast-paced digital
transformation era. Al-native platforms differ from conventional cloud systems by integrating artificial intelligence
capabilities directly into their operational and architectural foundations. These systems demonstrate artificial
intelligence by operating through continuous data input mechanisms alongside self-monitoring functions and dynamic
optimization algorithms that independently control workload management and resource allocation based on service
level agreement requirements. The new paradigm establishes the cloud as a learning and intelligent system which
governs itself. Al models need human oversight to fulfill governance and alignment standards with human-defined
objectives because uncontrolled Al systems typically fail to achieve these requirements. Policy-driven decision
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intelligence (PDDI) emerges as an indispensable concept because it connects Al operations with human governance
frameworks.

Dynamic cloud environments that feature extensive variability and multiple users and diverse resources face
substantial challenges when it comes to Al decision-making. Al agents which focus on optimizing performance or
throughput can accidentally breach compliance standards and exceed budget limitations and damage system reliability.
The reallocation of resources by autonomous workload balancers to optimize latency might lead to SLA breaches for
other tenants and data residency violations. A governance system is essential to establish frameworks which control
and direct Al behavior while keeping it within acceptable operational and regulatory guidelines. Decision intelligence
through policies achieves this goal by implementing transparent and flexible rules which control the decision-making
process in cloud systems.

The rising need for intelligent platforms with policy-aware capabilities emerges from multiple concurrent
developments. The traditional cloud system has transformed into a decentralized structure which is not one monolithic
entity. The cloud environment now extends across decentralized systems which include edge computing nodes as well
as on-premises infrastructure and hybrid clouds and federated multi-cloud networks. Each layer in the cloud system
brings its own set of restrictions while creating new possibilities and conditions for uncertainty. The need for real-time
applications combined with data-intensive operations requires immediate decision processing that cannot be wholly
preprogrammed. The regulatory environment is becoming stricter in all industries including financial markets and
healthcare and critical infrastructure which drives the need for cloud platforms to operate under continuous compliance
monitoring combined with transparency and resilience requirements.

Policy-driven decision intelligence models operate as cognitive control systems to handle system complexity. The
models function as go-betweens for abstract objectives (e.g. GDPR compliance, high availability, cost minimization) and
system-level commands. The models implement a combination of Al methods that includes supervised learning and
unsupervised learning and reinforcement learning together with knowledge representation. The essential factor in
these systems is their ability to embed formalized policy constraints which human-readable machine- enforceable
languages like Open Policy Agent (OPA), Rego, XACML, Azure Policy and AWS Organizations’ Service Control Policies
(SCPs) support. The system uses policy languages to convert organizational knowledge together with risk boundaries
and regulatory demands and strategic objectives into rules which Al agents should follow for optimization.

Policy-driven decision intelligence models operate through adaptive context-sensitive capabilities which differ from
traditional rule-based automation or static configuration scripts. The models adjust their behavior through continuous
learning from operational data and past system performance along with changes in the environment and feedback from
users. Through real-time input and policy weightings the models can establish priority between conflicting objectives.
The models work well in self-healing systems because their dynamic logic allows them to handle situations where static
logic would fail.

The research paper investigates the organizational, technical, and operational aspects of policy- driven decision
intelligence implementation within Al-native cloud systems. The article first establishes theoretical foundations for
PDDI system design through policy abstraction layers and decision control loops together with feedback mechanisms.
The paper continues by describing how service meshes and control planes and workload orchestration tools like
Kubernetes, Istio, Envoy can be used to implement PDDI. A hybrid methodology is proposed that integrates simulation-
based modeling, real-time telemetry analysis, and constraint-solving mechanisms for evaluating system behavior under
various scenarios.

The paper goes into depth about the major obstacles and benefits that real-world implementations face. The deployment
challenges include policy conflict resolution, policy enforcement scalability, Al performance overheads and the need for
explainability of Al decisions and difficulties of capturing human judgment in machine-readable policy formats. The
paper reviews practical PDDI applications such as e-commerce intelligent auto-scaling and real-time SLA enforcement
across multi-tenant SaaS platforms.

The integration of policy-driven decision intelligence will become essential for shaping digital infrastructures that are
both resilient and transparent and ethically aligned in the evolving autonomous cloud environment. Organizations
achieve full Al-native cloud platform potential through formal governance structures that combine machine intelligence
with control capabilities. A forward-looking perspective examines the integration of PDDI with explainable Al (XAI)
alongside federated governance models and quantum-resilient policy engines.
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The study aims to establish a strong foundation for understanding policy-driven decision intelligence as the central
component for future cloud architecture through a multidisciplinary approach. The research provides insights on both
the operational implementation and the conceptual basis behind intelligent policy-aware systems which lead to
sustainable Al-native cloud platforms. The paper concludes with a look at upcoming research areas which include the
integration of PDDI with XAl and federated governance models as well as quantum-resilient policy engines.
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Figure 1 Alignment of Business Objectives with Al Infrastructure and Policy Layers
Explanation

The top layer represents strategic goals that drive the system's behavior.

These goals are translated into formal policies using declarative languages.

The PDDI engine ingests these policies and continuously adapts using Al/ML.

Telemetry provides real-time feedback from the infrastructure.

Decisions are enforced through the control plane, orchestrating system behavior.

The bottom layer is the actual execution environment—AI-native, scalable, and dynamic.
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Figure 2 Policy-Aware Al Cloud Framework for Business Objectives
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2. Methodology

Research Design This research uses an integrated multi-methodological approach which combines theoretical modeling
with simulation testing and analytical examination of industrial case studies. The primary research objective is to create
and deploy Policy-Driven Decision Intelligence Models for Al-native cloud environments while focusing on adaptive
systems and policy integration and decision transparency. The research combines deductive logic with inductive
reasoning to both establish system structure functions and validate operational performance during dynamic cloud
operations.

The research employs three fundamental factors to shape its approach:

e Adaptivity: The ability of the decision engine to adjust to changes in cloud workload and resource accessibility
and network performance.

e Policy Alignment: The complete adherence of intelligent agents to established policies such as compliance
requirements and financial and reliability guidelines.

e Decision Explainability: The Al agents demonstrate transparent and auditable system decisions which generate
human-understandable explanations for their actions.

The research combines simulation-based testing with Al-ops frameworks and multi-cloud deployment data to create a
precise yet realistic evaluation approach. The research design creates insights which apply to contemporary enterprise
infrastructure systems and can be replicated using simulation methods.

2.1. System Architecture and Component Modeling

The proposed PDDI system architecture is comprised of five tightly coupled but modular components, each responsible

for a specific functional layer of the decision-making process:

Table 1 Key Components of a Policy-Aware Al System with Their Functions and Associated Technologies

Component |Description Technologies Used
Policy Engine |Interprets and enforces declarative policies using constraint-based |Open  Policy Agent
logic. Supports hierarchical policy structures (e.g., org vs. dept levels). | (OPA), Kyverno
Decision Houses the AI/ML models including reinforcement learning agents, | TensorFlow,  PyTorch,
Intelligence causal inference models, and symbolic reasoning for policy-aware | RLlib, DeepMind’s Acme
Core optimization.
Telemetry Ingests, aggregates, and preprocesses real-time metrics, logs, and | Prometheus, FluentD,
Layer events from the infrastructure. Grafana, OpenTelemetry
Action Applies decisions by triggering orchestration primitives such as|Kubernetes, KEDA,
Executor scaling, routing, or quota enforcement. Istio, Argo Workflows
Feedback Loop | Captures the effect of executed actions, updates the learning model, | Kafka, Spark Streaming,
and detects policy drift or model degradation over time. MLFlow

This architecture is designed to be cloud-agnostic, supporting hybrid, multi-cloud, and edge- native deployments. It
adheres to microservice granularity, enabling elastic scaling and fault tolerance of individual modules.

Reinforcement Learning Integration the Decision Intelligence Layer operates with a reinforcement learning (RL) agent
which executes decision optimization within defined policy boundaries under uncertain conditions. Through a
contextual multi-armed bandit framework the system performs a dynamic switch between exploration actions and
exploitation of known optimal actions.

RL Agent Design Characteristics: The system incorporates the following telemetry features as part of its state space
representation which include CPU utilization and memory pressure and network latency and current policy set.

The system's action space contains the following actions for autoscaling operations and routing procedures and
container restarts along with policy flagging and cost zone reallocation operations.
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The system implements a multi-objective reward function which unites latency reduction and cost efficiency with policy
compliance penalties.

The agent undergoes initial training through controlled simulations on CloudSim Plus before real- world validation
against open-source cloud traces like Google Cluster Data and Alibaba Trace.

Policy Definition and Conflict Resolution The system utilizes a declarative policy syntax for connecting human intent to
machine independence through Rego for OPA and YAML-based schema for Kubernetes-native policy controllers. The
system divides its policies into three organizational levels:

2.2. Enterprise Policies (e.g., data residency, global compliance standards)
Departmental Policies (e.g., team-level cost budgets or SLA constraints) Service-Level Policies (e.g., instance type limits,
zone preferences)

A hierarchical resolution engine handles policy conflict resolution by executing the following resolution logic:

e Higher-tier policies have authority over lower-tier exceptions according to precedence rules.

e Logical conjunction is used to combine compatible constraints through the process of Constraint Merging.

e The system performs Shadowing Detection to recognize when upper-level constraints eliminate the effect of
lower-level policies.

Table 2 Example Policies Across Different Layers with Corresponding Resolution Priorities

Policy Layer | Example Policy Resolution Priority
Enterprise “Data must reside in EU regions only” High

Departmental | “Allow US-East if cost is 30% lower than EU” Medium
Service-Level | “Prefer us-east-1a zone for latency optimization” | Low

2.3. Evaluation Framework

The evaluation process consists of three standard situations which imitate common challenges present in cloud-native
orchestration:

Workload Spike Adaptation Scenario: The test involves generating sudden traffic increases which systemically affect
the platform. Through the test the RL agent's resource scaling capabilities are assessed against established policy
parameters while ensuring service integrity remains steady.

Cost-Aware Deployment Optimization: The deployment process spans multiple regions with changing cost structures
and network delay characteristics. The agent is required to select deployment zones so costs decrease while maintaining
latency limits.

Compliance-Aware Orchestration: The system operates in a data localization environment that restricts workloads to
specific geographic areas. The evaluation assesses the system's operational capabilities to maintain constraints during
workload scheduling and migration.

3. Discussion

The Necessity of Policy in Al-Native Clouds Within self-governing systems of Al-native cloud infrastructures which
constantly enhance their workloads and scale services and traffic rerouting with reduced human involvement policies
create both ethical support and operational limits. The transition of decision authority from human operators to
machine agents makes policies essential as they transform from optional governance levels into mandatory restrictions
for execution.

Modern cloud services operate across multiple geographical locations while following different compliance rules and

resource constraints. The General Data Protection Regulation (GDPR) requires that EU-based personal data must
remain within EU borders even when possible latency benefits exist. Green computing policies in specific industry
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sectors establish restricted energy use limits alongside financial service requirements for decision timing thresholds
and failover response parameters.

Policies function to put abstract rules into action by operating the fundamental why behind computational processes.
The implementation of policies in systems makes Al agents execute optimization procedures while following enterprise
standards and legal requirements and industry- specific protocols. Intelligent agents need grounding to avoid
unintentional performance strategies that violate ethical norms and legal regulations.

Policies enable machine autonomy to evolve into a governance system which maximizes value over performance. Value-
aligned governance system.

Decision Intelligence Beyond Automation The combination of Infrastructure-as-Code (IaC), horizontal pod autoscalers,
and event-triggered Lambdas serves as traditional automation but decision intelligence (DI) provides advanced
capabilities for predictive and contextual orchestration. DI systems operate through learned models and historical
feedback and causal graphs to create anticipatory and holistic decisions which do not require fixed thresholds or scripts.

The implementation of reinforcement learning, causal inference and neural-symbolic reasoning presents a new
direction which moves beyond reactive pipelines to create strategic intelligence systems. The models use learned
temporal-spatial patterns to forecast system bottlenecks and identify root causes and perform early mitigative actions.
The DI system can predict workload failure through its ability to model queue growth and CPU spikes as lagging
indicators of stress.

The implementation of intelligence without governance produces dangerous results. The use of reward signals to train
agents may lead to the discovery of reward-hacking strategies which improve efficiency while disregarding policy
requirements. The situation becomes extremely dangerous when models operate in data pre-processing systems for
LLMs and automated labeling systems and Al-powered financial trading bots.

Policy constraints should be established inside the RL agent's action-value function for implementation. The system
integrates compliance requirements directly into the decision space through cost-based parameters which helps

eliminate illegal or unethical options before decisions are made.

Table 3 Comparison Between Traditional Automation and Policy-Driven Decision Intelligence (PDDI)

Traditional Automation Policy-Driven Decision Intelligence (PDDI)
Rule-based and reactive Model-driven and anticipatory
Stateless operations Context-aware, stateful learning

Threshold-bound (e.g., CPU > 80%) | Policy-constrained optimization (e.g., maximize CPU while ensuring GDPR)

Lacks explainability Integrated explainability via SHAP, causal graphs, and symbolic traceability

Ignores long-term effects Balances short-term gains with policy-aware sustainability goals

o Key Insight: Policy-aware decision intelligence shifts the operational paradigm from efficiency- focused
automation to governance-centric optimization.

Policy Conflicts and Multi-Tenancy in Cloud Environments The multi-tenant nature of cloud infrastructure creates
diverse operational requirements alongside conflicting governance policies that different organizational entities and
departments establish. The following describes how a multinational company distributes its cloud resources among its
business divisions:

e All sensitive data within the enterprise requires FIPS 140-2 standard encryption according to the central
enterprise policy.

The departmental unit shows a preference for data encryption that uses less computational resources because of its
sensitivity toward latency in processing microservices.
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e The compliance officer requires more stringent controls be placed exclusively on financial data sets.

The conflict between policies creates two potential outcomes which include either complete inaction and operational
shutdown or non-conformant orchestration. Our proposed system uses a Policy Compiler which employs Multi-Layered
Conflict Resolution to resolve these conflicts. Every policy within the system features three specific attributes including
the scope (enterprise, departmental, service-level), weight (critical, important, optional) and rationale (audit purposes).
The real-time arbitration engine determines the most contextually suitable action through semantic compatibility
assessment and scope dominance evaluation together with impact simulation.

Table 4 Example Policy Conflict Scenarios and Corresponding Resolution Strategies

Policy Conflict Scenario Resolution Strategy
EU Data Residency vs. Global Load Balancer Efficiency Enterprise policy overrides; cross-region routing
disabled

Department wants cheaper instance in China; enterprise | Denied with override explanation and audit log
forbids it

SLA demands 20ms latency; encryption adds 10ms overhead | Accept latency if data classification is "low sensitivity"

Developer requests GPU burst mode; energy cap in effect Allowed during green energy surplus window only

Real-Time Telemetry as Fuel for Policy-Aware Adaptivity The sensory nervous system of an Al-native cloud exists
through telemetry data which includes logs, metrics, traces, and events. The raw telemetry data remains unprocessed
until someone interprets it to take action. The main purpose of telemetry in conventional systems is to create visual
displays and generate alerts. The foundation of state estimation and adaptive control in PDDI architectures relies on
telemetry data.

Our architecture collects telemetry through three streaming pipelines including Kafka, Prometheus and Fluentd which
performs normalization across source differences and adds policy context by categorizing each data point according to
its relevant scope (e.g., compliance-classified, performance-critical). These inputs become context vectors which help
the RL agent create adaptive and compliant actions.

The system uses telemetry to create a feedback loop that observes action outcomes and identifies policy changes before
updating the decision model constantly. The real-time system reaction proves essential in edge computing
environments because context changes rapidly and downtime is unacceptable.

e The lack of policy-aware telemetry interpretation causes adaptive systems to move toward non-compliant
autonomy.

Explainability and Trust in Decision-Making Systems The operational success of systems in finance, healthcare and
government sectors depends on their ability to perform optimally while maintaining explainable, traceable and
justifiable operations. Systems based on PDDI principles use XAl mechanisms to make their Al more transparent
through tools which include SHAP, counterfactual reasoning and symbolic logic tracing.

The system creates logs for every decision where actions like scaling node pools and data redirection to different regions
are documented along with the following four elements:

e The triggering policy set

e The telemetry snapshot at the moment of decision

e The ranked list of actions considered along with the reason leading to final choice The responsible Al
component (e.g., RL agent, symbolic rule engine)

e Thelevel of traceability leads to trust development between engineers and compliance officers while executives
who manage system behavior become more trusting of the system. The traceability enables post-hoc auditing
which serves as a requirement for ISO 27001, SOC 2 and GDPR accountability
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4., Conclusion

The emergence of Policy-Driven Decision Intelligence (PDDI) marks a transformative breakthrough for Al-native cloud
infrastructure operations. Cloud computing now serves as an essential foundation of organizational operations across
all types of business and government structures and international bodies which demands a new level of complexity and
ethical responsibility.

Connecting decision intelligence to policy frameworks marks a fundamental shift that extends beyond technological
advancements because it changes our basic understanding of cloud autonomy together with operational intelligence
and systemic trust. The core of this transformation reveals that automation loses its strength without proper
governance and intelligence without policy leads to dangerous outcomes and accountability is missing in optimization
processes.

The historic approach to cloud management relied on a reactive strategy which handled incidents and failures and
performance issues after they appeared. Although automation delivered efficiency benefits and workload reduction, it
did not achieve the intentional behavior or context sensitivity or the ethical foresight needed in present-day digital
ecosystem decision-making.

Through formal governance logic implementation in Al-based cloud operations PDDI systems defeat their previous
constraints. The implementation of declarative policy engines together with reinforcement learning agents and
streaming telemetry and causal inference models enables PDDI systems to transform from instruction-following
systems into active self-regulating agents that align their decisions with organizational goals across multiple
dimensions. Organizational objectives include optimizing costs while following regulations and maintaining sustainable
energy usage and meeting latency requirements and providing optimal user experiences and respecting geopolitical
boundaries along with adhering to service-level agreements.

Governance by Design, Not as an Afterthought PDDI marks a fundamental transformation in the way governance and
architecture interface with each other. PDDI promotes governance-by-design by reversing the ordinary sequence of
infrastructure deployment that precedes the implementation of compliance and governance mechanisms. First-class
citizen policies drive infrastructure decision-making during the pre-implementation stage in PDDI systems. The change
establishes a major transformation which aligns cloud computing philosophy with disciplines including legal
informatics, cyberethics, and computational governance.

From Static Policies to Dynamic Intent Interpretation The traditional policy models in systems before PDDI deployment
were rigid and failed to connect with operational context. Modern PDDI systems enable the processing of policies
through dynamic interpretation which integrates live operational data. Al components use current operational data to
evaluate their decisions by examining ongoing signals which include workload intensities and security threats and
geopolitical data governance regulations. The policy requirement for EU citizen data storage within EU territories is
actively applied through real-time enforcement across all Al decision-making processes.

The capability of PDDI systems enables them to make intelligent decisions that balance conflicting objectives. A situation
arises where a latency-sensitive application requires U.S. data center support but the EU data governance restrictions
demand processing to occur within EU borders. A PDDI system demonstrates superior policy enforcement because it
understands value hierarchies to generate optimal solutions which meet both requirements or it sends alerts when no
valid solutions exist. The optimization of values serves as a fundamental element for Al systems that build their
infrastructure natively

Adaptive autonomy functions alongside learning capabilities which operate within predefined governance boundaries.
The proposed system design integrates reinforcement learning agents into a comprehensive policy-aware decision-
making framework. The agents learn through experimentation while their actions stay within limits that respect the
organizational guidelines. The combination of contextual bandits and causal reasoning methods strengthens the agents'
real- time adaptability while they work to avoid unintended outcomes.

The system must demonstrate explainability to ensure organizations can understand its decisions. Organizations in
healthcare, finance, and public sector computing must maintain both decision transparency as well as regulatory
requirements. Through explainable Al (XAI) methods which include SHAP values and symbolic execution paths and
metadata-linked policy references, PDDI systems reveal both the decision and its logical and constraint-based
explanation.
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The implementation of explainability features brings essential benefits to compliance efforts and auditing procedures
as well as institutional trust. Through transparent decision logs, PDDI architectures deliver audit evidence and forensic
debugging capabilities while demonstrating Al operates according to established ethical rules. The implementation
changes cloud platforms from automation black boxes into transparent record systems.

Multi-Tier Governance for Federated and Hybrid Clouds The expansion of cloud ecosystems beyond monolithic
providers creates additional governance challenges when organizations operate hybrid and multi-cloud and federated
environments. Organizational boundaries across public and private sectors tend to experience conflicts between central
IT policies and departmental overrides and between sovereign cloud regulations and enterprise-level needs.

The complexity of the system is managed through multi-tier policy compilers with conflict- resolution engines which
deliver governance flexibility as well as traceable overrides and prioritized execution paths. The established
mechanisms maintain coherence throughout complex decisions when multiple policies interact with numerous decision
points.

Future Horizons: Toward Intelligent Infrastructure as a Legal Entity The delivery of PDDI could establish itself as the
computational base that enables legal and ethical responsibilities for digital systems. The increased autonomy of
infrastructure together with broader-reaching decisions has triggered academic and legal debates surrounding
intelligent systems' treatment as quasi-legal entities.

PDDI systems may develop into digital fiduciaries which maintain organizational directives within ethical and legal
boundaries through bounded rationality. The development of these systems enables exciting research pursuits that
focus on machine-readable law and Al ethics compilers alongside digital infrastructure systems which both execute
operations and bear responsibility.

Final Synthesis Policy-driven decision intelligence functions beyond cloud optimization to create a revolutionary
redesign of how autonomy, accountability, and adaptivity can operate in intelligent systems. The system establishes the
foundation for future cloud platforms which deliver powerful efficiency while maintaining accountability and
transparency and following human value standards.

Al-native cloud infrastructure forms the basic foundation of digital economies so the integration of policy in decision-
making will become the defining quality of trustworthy computing in the upcoming era. Cloud intelligence preserves its
ethical direction through policy which operates simultaneously as an operational contract and a strategic blueprint.
PDDI functions as both an innovation and an imperative because it connects every Al operation to both operational
results and institutional ethical standards.
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