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Abstract 

Many autistic people have long-term problems with communication, including poor proficiency in spoken language and 
the use of non-verbal language. These challenges are core impediments to quality interaction and independent living at 
clinical, educational and social levels. Although the traditional Augmentative and Alternative Communication (AAC) 
based, are fundamental, they do not usually have the ability to maintain real-time personalization and responsiveness 
that is needed to support fluent, high-fidelity interaction. The following review discusses how the Artificial Intelligence 
(AI) platforms, including speech-to-text (STT) and gesture recognition, have become sustainable accessibility tools to 
the non-verbal population with autism. A systematic review of recent literature assesses key themes that define 
successful deployment: precision, emphasis on algorithmic resilience to non-stereotypical vocalizations and 
idiosyncratic gestural communication; the requirement of sensory alignment in interface design to accommodate 
neurological variations; the imperative of inclusivity, particularly in relation to access and representational datasets; 
and overarching ethical concerns, including data privacy, possible sensory load, and algorithmic bias. This discussion 
finds that although AI-driven accessibility has a huge promise to promote autonomy and optimize the speed of 
interaction, its implementation demands a high-level of clinical alignment, interdisciplinary and commitment to 
neurodiversity-informed design values. 
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1. Introduction

Communication is one of the essential human rights, and, in most cases, non-verbal or minimally-speaking individuals 
on the Autism Spectrum are deprived of this right due to insurmountable and persistent obstacles (de Marchena et al., 
2025; Kooli and Chakraoui, 2025). A significant part of autistic individuals fail to master spoken language fluent, which 
requires them to use multidimensional and usually eccentric communication channels (de Marchena et al., 2025; Curtis 
et al., 2024). Such obstacles are especially experienced in such critical areas of life as healthcare, education, social 
interactions, and work (de Marchena et al., 2025; Kooli and Chakraoui, 2025; Ullah et al., 2021). 

This standard of care that is established is usually dependent on the support of Augmentative and Alternative 
Communication (AAC) tools. Picture exchange systems (PECS; Bondy and Frost, 1994), considered to be a low-
technology traditional AAC system, have been of basic speech-generating device support (Yusuf et al., 2025). 
Nevertheless, such traditional tools have certain limitations. Some of them are based on slow manual selection or 
primitive predictive features, reduced rate and responsiveness of communication, which may eventually lead to the 
frustration of a user and limited sense of agency (Omoyemi, 2024). Moreover, certain interventions unintentionally 
cannot contribute to the already existing communicative strengths of a person, including paralinguistics and non-verbal 
hints, which disrupt naturalistic multimodal communication (Curtis et al., 2024). 
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This is where the quick pace of the development of Artificial Intelligence (AI) offers a timely chance to fill in these 
shortcomings. AI-based interfaces, with the integration of such technologies as an advanced speech recognition (STT) 
and gesture recognition based on deep learning, are likely to provide customized, adaptive, and responsive 
communication solutions (Kooli and Chakraoui, 2025; Omoyemi, 2024). Such new assistive technologies will 
incorporate sophisticated nonverbal cues and unusual vocalizations into natural speech, making it possible to engage 
in learning and social activities in a like manner never before (Jaliaawala and Khan, 2020; Omoyemi, 2024). 

The article describes a systematic review of research literature on AI-based STT and gesture recognition as non-verbal 
access on the autistic side. It then bases the discussion on a pertinent theoretical framework and then reviews significant 
empirical studies. The following paragraphs discover the important emerging points and deliberate the practical 
strengths and limitations of this technology and the ethical imperatives that must prevail to inform the responsible use 
of this technology in special education and clinical practice. 

1.1. Theoretical Framework 

An ethical exploration of AI-based accessibility should be based on the principles according to which the human user 
and his or her specific neurological profile should be in the center of design and implementation. The analysis is based 
on three primary theoretical fields: Human-Computer Interaction (HCI) and Inclusive Design, Neurodiversity-Centered 
Communication Theory, and Sensory Processing Considerations in Autism. 

1.2. Human–Computer Interaction and Inclusive Design 

The Human Activity Assistive Technology (HAAT) model is the most effective approach to the utility of any assistive 
technology (AT) (Cook and Polgar, 2015; Elsahhar et al., 2019). This model highlights the fact that the effectiveness of 
AT depends on the congruence between the activity one is trying to perform (self-care, productivity, leisure) and the 
capabilities of the human user (physical, cognitive, emotional), the usage scenario, and the qualities of the device 
(Elsahhar et al., 2019). Most importantly, the HAAT model stipulates that the choice of technology ought to be based on 
the communicative needs and the available skills of the individual user (Iacono et al., 2014; Omoyemi, 2024). It is 
anticipated that AI-powered solutions will support the principles of inclusive design, provide solutions that are intuitive, 
customized, and responsive to the individual preferences of the user, therefore empowering people with a disability 
(Kooli and Chakraoui, 2025). Moreover, a progression to the ability-based design strategy, where emphasis is placed on 
abilities and not on deficits, is crucial so that the user experience is inherently empowering (Wobbrock, 2017). 

1.3. Neurodiversity-Centered Communication Theory 

The Neurodiversity movement advocates for the acceptance of neurological differences as natural variations of the 
human genome (Kapp et al., 2013). Applying this lens requires researchers and clinicians to move beyond the 
assumption that differences in autistic communication are necessarily deficits (de Marchena et al., 2025). 
Communication for autistic individuals, especially those who are minimally verbal, is often inherently multimodal, 
relying on a complex mix of limited speech, paralinguistics, and non-verbal cues, such as gestures (Curtis et al., 2024; de 
Marchena et al., 2025). 

A critical concept here is the Double Empathy Problem, which suggests that communication breakdowns between 
autistic and non-autistic individuals frequently occur because of a reciprocal difficulty in understanding differing social 
communication styles (Szechy et al., 2024). AI-driven tools, such as advanced gesture and voice recognition, can 
effectively function as a mediator or translator, scaffolding existing multimodal abilities and turning often 
misunderstood nonverbal communication into conventional linguistic output, thus mitigating the friction caused by the 
double empathy problem (Curtis et al., 2024; Ullah et al., 2023). 

1.4. Sensory Processing Considerations in Autism 

There is a sizeable amount of literature that records the peculiar sensory processing patterns of autistic people, such as 
distorted audio-visual information processing and increased sensitivity (Cassidy et al., 2016; Robertson and Baron-
Cohen, 2017; Stevenson et al., 2018). Namely, hyper-sensitivity to pitch (Haigh et al., 2022) and audio-visual integration 
during the speech may become a problem. Sensory overload is a symptomatic issue that is commonly reported as a 
hindrance to communication and engagement in such settings as healthcare (Strömberg et al., 2022). 

Such sensory realities therefore can not be left out when designing AI assistive tools. The interfaces should include 
options to allow users to manipulate sensory options to minimize sensation overload, including the speed, volume, voice 
gender, and visual properties of text-to-speech interfaces (Curtis et al., 2024; Voultsiou and Moussiades, 2025). Sensory-



World Journal of Advanced Engineering Technology and Sciences, 2025, 17(02), 522-529 

524 

friendly alignment should be ensured as the basics of ensuring that these innovations are usable, acceptable, and 
actually empowering instead of causing distress or system abandonment (Cassidy et al., 2016). 

1.5. Review of Related works 

The efficacy of AI-driven tools is rooted in their capacity to accurately process diverse input modalities. The following 
section critically reviews selected empirical studies focusing on how STT and gesture recognition systems, frequently 
powered by machine learning (ML), have been applied to communication support for individuals with communication 
disabilities, including those on the autism spectrum. 

Kambouri et al. (2023) conducted a foundational group-based intervention study in the UK, utilizing commercial 
Speech-to-Text (STT) software, Dragon, to improve writing skills in thirty children with Special Educational Needs and 
Disabilities (SEND) who experienced difficulties in spoken and written communication . The results demonstrated that 
the use of STT technology significantly boosted the quantity and quality of handwritten text and resulted in positive 
and statistically significant improvements in self-esteem. The post-test screen-written text was significantly superior to 
handwritten text. This study, while focusing on a broader SEND population, supports the feasibility of STT to circumvent 
motoric and linguistic challenges inherent in traditional writing, directly supporting individuals who struggle with 
verbal output . 

Ullah et al. (2023) proposed a body-worn multi-sensor Internet of Things (IoT) platform specifically designed to 
recognize the complex sign language and gestures of speech-impaired children with Autism Spectrum Disorder (ASD) . 
Recognizing that only a subset of people understands traditional sign language, the platform placed multiple sensors on 
the body to capture complex movements . By comparing various classification techniques, including the Artificial Neural 
Network (ANN) and Random Forest, the researchers achieved greater than 96% recognition accuracy . This study 
provides strong empirical evidence that fusion-based, body-worn sensing platforms can successfully recognize and 
translate complex, non-standardized gestures, offering a crucial communication bridge for speech-impaired autistic 
individuals . 

In a study included within the systematic review conducted by Kambouri et al. (2023),  reported on the positive effects 
of speech-to-text software, specifically the Dragon system, on the written expression of three students with various 
disabilities aged 7–16 . This work affirmed the high functional accuracy and benefit of commercial STT systems when 
used as accommodations for producing written output for individuals with communication disorders . This finding 
reinforces the notion that even standard STT technology, when properly implemented, can overcome expressive 
language barriers. 

Omoyemi (2024) proposed a novel Machine Learning (ML) framework aimed at enhancing AAC systems by integrating 
multimodal data: predictive text, advanced speech recognition, and gesture recognition . The central hypothesis was 
that ML could provide faster, more accurate, and contextually relevant communication assistance than traditional 
AAC . This study notably addressed the challenge of processing speech patterns "outside standard norms" and 
advocated for leveraging computer vision to interpret non-verbal gestural communication, identifying multimodal 
sensing as key to addressing the restrictions and slow responsiveness of conventional AAC devices . 

Cassidy et al. (2016) focused on the potential of expressive visual text-to-speech (TTS) as an assistive technology for 
adults with Autism Spectrum Conditions (ASC) . This research addressed the recognized difficulty autistic adults often 
have in recognizing and appropriately responding to the emotions of others . By exploring a system that generates visual 
speech alongside text, the study moves beyond mere transcription to address socio-communicative skills, positioning 
AI to facilitate emotion recognition, a critical component often impaired in ASD 

Saraswat (2021) investigated the use of Natural Language Processing (NLP) techniques for sign gesture identification, 
with the goal of translating sign language video frames into appropriate English sentences . This work is significant 
because it highlights the fundamental technical process of converting complex visual, gesture-based input into linguistic 
output, a core requirement for supporting non-verbal autistic individuals who communicate through gesture . The 
methodology relies on computer vision techniques (like CNN and SVM) for classification, demonstrating the viability of 
creating systems that bridge the communication gap for individuals relying on gesture-based communication . 

1.6. Emerging Insights 

The AI trend in assistive communication predetermines a number of essential research and development directions, 
which could be aimed at making sure that technological advances would address the needs of the non-verbal autistic 
population in the most refined way. 
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1.7. Need for Multimodal Sensing 

The multimodal form of language, which combines vocals, gestures and facial expressions and posture, has been the 
focus of contemporary communication studies (de Marchena et al., 2025). This understanding should be capitalized 
upon in the future of AI-based accessibility as it should not be based on the systems that focus on speech or gesture 
alone (Omoyemi, 2024). Multimodal sensing will help users with complex requirements (including those with both 
speech and physical disabilities) to communicate effectively through malleable input strategies such as mixed voice 
inputs and gestures (Kooli and Chakraoui, 2025). Because it is possible to merge data of multiple sensors on the body, 
nowadays the high accuracy is achieved and the complex gestures that a single sensor system cannot recognize are 
accurately interpreted (Ullah et al., 2023). This aims at a combined strategy capable of handling outliers in vocal inputs 
and nonverbal communication in real-time to precisely intend the user, hence, providing rich communication outputs 
in a contextual manner (Omoyemi, 2024). 

1.8. Sensory-Friendly Interface Design 

The familiar sensory processing includes in autistic people need interface design to shift its functionality to actively 
being sensory-friendly (Voultsiou and Moussiades, 2025). To eliminate the risk of sensory overload, highly customizable 
sensory settings must also be included in the development in the future (Strömberg et al., 2022). The prototype testing 
has already given user feedback on the parameters that will be essential to the control, such as speed and pitch of Text-
to-Speech (TTS) voices, the need to adjust text color, and the size of buttons on the interface to address motor issues 
(Curtis et al., 2024). Moreover, since the dynamics of audio-visual integration is often atypical in autism (Stevenson et 
al., 2018), the interdependence between the visual feedback (e.g., expressive avatars in the TTS systems) and audio 
output will have to be dialled to the dot to create a comfortable and effective understanding (Cassidy et al., 2016). 

1.9. Diverse, Autism-Specific Datasets 

The intrinsic soundness of the machine learning models depends solely on the training data quality and 
representativeness (Omoyemi, 2024; Ullah et al., 2023). The primary challenge to creating a strong AI to enable access 
to non-verbal autistic individuals is the dramatic lack of appropriate, varied, and autism-specific datasets (Kooli and 
Chakraoui, 2025; Yusuf et al., 2025). There are intrinsic ethical and logistical issues in the collection of data among 
children and adults having neurodevelopmental disorders (Yusuf et al., 2025). The existing studies frequently work 
with small groups of people and restricted variations in gestures, which undermines the potential of the model to be 
generalized to be applicable in various levels of ASD, linguistic, and personal peculiarities (Nadeem et al., 2025; Ullah et 
al., 2023). Thus, one of the future directions is the creation of large, ethically sourced datasets, which may involve special 
sensors or computer vision algorithms, that would cover the entire spectrum of minimally verbal patterns of 
communication (Ullah et al., 2023; Nadeem et al., 2025). 

1.10. Interpretable and Clinically Aligned Models 

To implement AI-based AAC that will be trusted by the parents, therapists, and educators, the underlying models should 
be changed to the non-black box systems that can be interpreted and explained (Atlam et al., 2024). Clinical alignment 
requires the justification of an AI model, e.g. why a particular utterance has been challenging to transcribe or why a 
gesture was categorized in a particular way, to be provable and explainable (Choi et al., 2025). It aims at creating open 
AI models that would be applied not only in translating communications but also as a diagnostic or therapeutic aid, and 
deliver useful information on the communication pattern of the user that would meet the standard clinical measures 
and psychometric tools (Atlam et al., 2024). 

2. Discussion 

The introduction of sophisticated AI into AAC systems is a turning point towards increasing the quality of life and 
independence of non-verbal autistic people. Nevertheless, to exploit this possibility, it is required to take a sober 
evaluation of both the achieved strengths, as well as the technical and ethical constraints that remain in place. 

2.1. Strengths and Limitations 

The ability of AI to provide personalisation in real-time and increased responsiveness is the strongest feature in this 
respect (Kooli and Chakraoui, 2025; Omoyemi, 2024). Artificial intelligence provides diverse and custom-made 
solutions (Kooli and Chakraoui, 2025). The empirical evidence of this theory is that AI-enhanced STT can enhance the 
amount and quality of written text (Kambouri et al., 2023). Multi-sensor gesture fusion systems, on the non-verbal front, 
are shown to be remarkably accurate in decoding both difficult, functional movements and this offers a reliable source 
of expression where words are not used (Ullah et al., 2023). Moreover, the ASR use can offer instant and precise 
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feedback, which bypasses the difficulties users tend to experience with monitoring speech production (Ballard et al., 
2019; Kooli and Chakraoui, 2025). 

In spite of these achievements, there are a number of constraints that hinder general effectiveness. The nature of the 
Automatic Speech Recognition (ASR) technology also means that it is ineffective with the inputs that imply a speech 
distortion, replacement, or fragmentation, which is a characteristic feature of some communication disorders, as the 
performance of the ASR technology is based on clear and consistent speech (Omoyemi, 2024; Radford et al., 2023; 
Sanguedolce et al., 2023). In addition to technical precision, infrastructural needs, such as compatibility of hardware 
and the need to have a well-developed technical support, are also problematic, restricting access in under-resource 
systems (Esquivel et al., 2024; Kooli and Chakraoui, 2025). Lastly, as mentioned earlier, the lack of high-quality training 
data is also a major obstacle to providing models that represent the Autistic community in terms of their linguistic and 
gestural diversity (Nadeem et al., 2025). 

2.2. Ethical Issues: Privacy, Sensory Burden, and Bias 

The AI ethical situation in the field of special education is complicated and requires urgent and stringent efforts on the 
part of researchers, policymakers, and industry participants (Kooli and Chakraoui, 2025). 

2.2.1. Privacy and Data Security 

The development of multimodal data, including voice, gesture kinetics, physiological responses, to train the models 
raises significant questions of privacy and data protection as the list of users is frequently a minor and a vulnerable 
adult (Yusuf et al., 2025). The possibility of advanced mechanisms to read and process an extremely customized 
information, like pointing patterns or emotional indications (Hamidi et al., 2018), requires the use of strong regulatory 
protection and complete disclosure of data collection and storage (Kooli and Chakraoui, 2025). Also, there exists an 
ethical conflict of dependence and deskilling; excessive dependence on the technology may cause the loss of the natural 
sign language or the non-digital communication abilities of the user (Saraswat, 2021). The solutions should be promoted 
as improvements and not substitutes to human interaction. 

2.2.2. Sensory Burden and Cognitive Load 

According to the theoretical framework, systems developed without considering neurodiversity may pose significant 
sensory load to the user (Stromberg et al., 2022). In case the results of the TTS in a system are too rapid or rough, or the 
interface is overstimulating, the technology can be discarded, even in terms of technical precision (Curtis et al., 2024). 
Moreover, preliminary studies on voice assistants indicate that their utilization and configuration may place a 
significant cognitive burden particularly on users with cognitive dissimilarities, and this could be because of the 
unavailability of flexible nonverbal control choices (Esquivel et al., 2024). The developers should invest in intensive 
testing on autistic participants to ensure that interfaces are optimally sensory-comfy and the least amount of mental 
work is required. 

2.2.3. Algorithmic Bias 

The most toxic ethical issue is, perhaps, the problem of algorithmic bias, which creates a threat of repeating and 
spreading systemic discrimination (Kooli and Chakraoui, 2025; Lyerly, 2023). Unless models are conditioned on non-
verbal autistic datasets of speech or mainstream sign language, they will always classify or overlook the communication 
patterns peculiar to non-verbal autistic individuals (Ullah et al., 2023). Research indicates that AI systems may be biased 
towards persons with disabilities (Lyerly, 2023). This needs to be mitigated by inclusive standards of design that will 
involve the joint participation of the autistic self-advocates, community members and clinical experts during the design, 
development, and evaluation stages (Guo et al., 2020; Kooli & Chakraoui, 2025). AI should not be an exclusion source 
since it does not comprehend difference. 

3. Conclusion 

This paper has demonstrated that the implementation of AI-based Speech-to-Text and Gesture Recognition technologies 
is an incredible potential to make non-verbal autistic people more accessible, independent, and included. These 
technologies go further and transcend the constraints of traditional AAC by providing more dynamic, personalized, and 
responsive communication channels that can integrate these complex multimodal inputs (Omoyemi, 2024). Among the 
crucial findings are the current technical ability to have high precision when deciphering both vocal and nonverbal 
communication (Kambouri et al., 2023; Ullah et al., 2023). 
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However, it is through a rigorous effort of scaling the prototypes into scalable, ethically responsible clinical solutions 
that the process will see the reduction of the issues documented. The issue of strong, heterogeneous, and 
neurodiversity-specific data sets is directly connected to the main problem of accuracy (Nadeem et al., 2025). 
Simultaneously, in order to achieve its success, one will need to adhere rigidly to the principles of creating sensory-
friendly, and ethical frameworks that will take into account the risk of algorithmic bias, threat to privacy, and cognitive 
load (Esquivel et al., 2024; Kooli and Chakraoui, 2025). 

The future research priorities should be strategic and aim at: 

• Longitudinal Efficacy Studies: The researchers will carry out a large-scale study of diverse socio-economic and 
cultural settings to determine the long-term effectiveness of AI on learning, well-being, and digital literacy 
(Kooli & Chakraoui, 2025; Nadeem et al., 2025). 

• Standardized Policy and designer Frameworks: Jointly setting up cross-country policy systems and all-
embracive architecture standards that require adjustable sensory interfaces and solid moral protection (Kooli 
& Chakraoui, 2025; Voultsiou and Moussiades, 2025). 

• Multimodal Framework Development: Keeping exploring the extent to which sensor fusion and AI processing 
of vocalization and gestures and other non-verbal cues can be deeply integrated to create communication 
output that reflects the fluidity and complexity of natural discourse (Omoyemi, 2024). 

• Making Autistic Experience Central: Making sure that research, development, and evaluation of the same tools 
always integrate the lived experience and agency of autistic adults and least verbally expressive people to 
ensure that the technology is indeed a tool of empowerment (Kooli and Chakraoui, 2025; Nadeem et al., 2025). 

AI-powered assistive technologies can live up to their hype and become not only a catalyst for human wellbeing and 
social justice in a non-verbal community of autistic people, but also a valuable addition to the group of innovations, by 
prioritizing care, equity, and neurodiversity-affirming principles in their design (Kooli and Chakraoui, 2025). 
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