
 Corresponding author: Firoz Mohammed Ozman 

Copyright © 2025 Author(s) retain the copyright of this article. This article is published under the terms of the Creative Commons Attribution License 4.0. 

Bias and fairness in AI models: Evidence from existing studies 

Firoz Mohammed Ozman * 

Solutions Architect, Enterprise Architecture, Anecca Ideas Corp, Toronto, Canada. 

World Journal of Advanced Engineering Technology and Sciences, 2025, 17(01), 419-428 

Publication history: Received on 15 September 2025; revised on 20 October 2025; accepted on 23 October 2025 

Article DOI: https://doi.org/10.30574/wjaets.2025.17.1.1416 

Abstract 

The study presents a systematic literature review on fairness and bias in AI models.  The review has primarily 
considered the types of bias, mitigation strategies, and evaluation metrics across domains such as recruitment, finance, 
and healthcare. The findings indicate that vulnerable populations are disproportionately affected by structural and 
technical sources of bias. However, the application of the metrics is inconsistent. Besides that, the mitigation strategies 
can be algorithmic regularization and data augmentation. Based on the review, the recommendation is to implement a 
multilevel approach that integrates governance, ethical, and technical measures. It can be instrumental in presenting 
transparency, accountability, and equity in AI systems.  

Keywords: AI Bias; Algorithmic Fairness; Mitigation Strategies; Fairness Metrics; Ethical AI; Systematic Literature 
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1. Introduction

AI is widely applied across many areas, including finance, education, healthcare, and recruitment. The use of machine 
learning algorithms helps in understanding large datasets to inform decision-making (Rashid and Karim, 2024). 
Although AI is designed to mimic human intelligence and help organizations make decisions, it can still be biased, 
leading to gender and racial discrimination (Varsha, 2023). Therefore, it is critical to use AI responsibly to reduce these 
risks, and managers and policymakers must work to ensure fairness (Ozman, 2025) 

1.1. Problem Statement 

The use of AI is generally considered accurate and efficient. Still, some research shows it can produce unfair and biased 
results that disproportionately impact vulnerable groups and raise ethical concerns (Belenguer, 2022), thereby eroding 
trust. Even though earlier studies have examined bias and fairness using various frameworks, the results remain 
inconsistent. Therefore, further analysis will be required to determine the kinds of biases involved, suitable metrics for 
evaluating fairness, and effective mitigation strategies. 

Aim 

The research aims to conduct a systematic literature review to examine the fairness and bias in AI models, with a specific 
focus on patterns, potential challenges, and solutions.  

Objectives 

• To examine the types and sources of bias reported in AI models across different domains.
• To analyze fairness metrics and evaluation methods used in existing studies.
• To identify and assess bias mitigation strategies applied in AI models.
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1.2. Research Questions 

• What types of bias are most commonly reported in AI models across different fields? 
• Which fairness metrics and evaluation approaches are used to assess fairness in AI systems? 
• What bias mitigation techniques are reported, and how effective are they in practice? 

1.3. Research Rationale 

The societal and ethical implications of AI bias are powerful. It includes the perpetuation of inequality and the lack of 
credibility (Bhattarai, 2025). Although bias is considered in numerous separate studies, there is no unified evidence 
comparing bias types, fairness measures, and mitigation strategies. This research will address this gap through a 
systematic review of the existing research. The results will provide formal information to scholars, programmers, and 
politicians to develop more transparent, responsible, and fair AI applications. 

2. Literature review 

2.1. Types and sources of bias reported in AI models. 

AI models are developed using a combination of algorithmic design, social context, and data, which can introduce 
various biases. Healthcare AI often uses underrepresented datasets, which limit generalizability, according to Norori et 
al. (2021). In support of this, Nazer et al. (2023) highlight how biased inputs result in skewed outputs and distinguish 
between various forms of bias, including measurement bias and data bias. Another point of view is provided by 
Mittermaier et al. (2023), who note that algorithms in medical AI perform better for majority groups than for minority 
groups, suggesting model and sampling bias. By classifying algorithmic bias into pre-processing, in-processing, and 
post-processing types, Kordzadeh and Ghasemaghaei (2022) further broaden the analysis. Arora et al. (2023) examine 
structural factors, such as data colonialism, alongside technical sources, exposing global inequality and the exclusion of 
specific groups from decision-making. Thus, both technical and non-technical causes of AI bias are discussed in the 
literature. 

2.2. Fairness metrics and evaluation methods in AI models 

The goal of fairness metrics is to encourage equitable AI results. Although Mbakwe et al. (2023) identify demographic 
parity, calibration, and equalized odds as essential metrics, their application is inconsistent, which limits comparability 
across studies. Pagano et al. (2023) also support this view, pointing out that while fairness metrics can identify bias, 
most research focuses on group fairness and ignores individual-level disparities. Moon and Ahn (2025) highlight 
counterfactual fairness from an algorithmic perspective, offering a more causal understanding of fairness by assessing 
how decisions might change if sensitive attributes were removed. Jui and Rivas (2024), however, point out that there 
are trade-offs: improving one fairness metric may degrade performance on others. Madaio et al. (2022) highlight the 
need for standardized frameworks, noting a lack of explicit guidance on which fairness metrics practitioners should use 
at the organizational level.  

Furthermore, Meng et al. (2022) argue that to enhance comprehension of model behavior, interpretability techniques 
should be used in conjunction with fairness assessments. On the other hand, fairness is positioned within broader 
dimensions of trustworthiness by Nastoska et al. (2025), who associate it with accountability and transparency. All 
things considered, the disparity in fairness assessment underscores the need for further study. 

2.3. Bias mitigation strategies in AI models 

Mitigation of bias in AI models relies on ethical, procedural, and technical strategies. Mittermaier et al. (2023) have 
highlighted data augmentation, model regularization, and resampling techniques. These methods are crucial for 
measuring bias while addressing sampling issues simultaneously. Sasseville et al. (2025) supported this by stating that 
preprocessing models are used to remove sensitive features and balance datasets. The authors also mention processing 
models that incorporate fairness constraints during model training. Tejani et al. (2024) recommend combining 
interpretability methods with algorithmic debiasing, which can help identify bias and disparities. In contrast, Gichoya 
et al. (2023) noted challenges related to following biased datasets. Jadon (2025) proposed ideas for an ethical 
development framework, aiming to incorporate fairness objectives while avoiding discrimination. Across industries, 
Mensah (2023) emphasizes transparency and accountability as key components of technical debiasing, providing 
stakeholders with insights into model behavior. Oguntibeju (2024) also compares the performance of techniques such 
as adversarial debiasing, reweighting, and post-processing corrections within financial AI. Ferrara (2024) summarizes 
these approaches and stresses that reducing bias requires a multi-level strategy covering data quality, algorithm design, 
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and ethical controls. Madaio et al. (2022) highlight the need for standardized frameworks, noting a lack of clear guidance 
on which fairness metrics organizations should use. Furthermore, Meng et al. (2022) argue that interpretability 
techniques should be used alongside fairness assessments to improve understanding of model behavior. Conversely, 
Nastoska et al. (2025) position fairness within broader trustworthiness dimensions, linking it to accountability and 
transparency. Overall, the differences in fairness assessment highlight the need for further research. 

2.4 Theoretical Framework 
The Distributive Justice Theory supports fairness in AI and emphasizes the fair distribution of outcomes across groups. 
It sets the criteria for AI system assessment, including fairness metrics such as demographic parity and equal 
opportunity (Tariq, 2025). Using this theory, researchers associate algorithmic fairness with other ethical and social 
justice concepts, such as equality. 

Based on the literature review, it has been observed that the cross-sector evidence of application is limited. Therefore, 
a systematic review is essential to develop a comprehensive understanding of fair and unbiased AI development.  

3. Materials and Methods 

3.1. Search Strategy 

The academic database search was conducted in PubMed, IEEE Xplore, Scopus, Web of Science, and Google Scholar. The 
keywords were AI bias, algorithmic fairness, machine learning, bias mitigation, healthcare AI, and fairness measures. 
Refinement was performed using Boolean operators, including AND, OR, and NOT. Peer-reviewed journal articles 
published no earlier than 2021 were searched to process recent evidence. 

Table 1 Inclusion and Exclusion Criteria for SLR 

Criteria Inclusion Exclusion 

Publication Type Peer-reviewed journal articles, conference 
papers, reviews 

Editorials, blogs, opinion pieces, non-peer-
reviewed work 

Language English Non-English publications 

Study Focus AI bias, fairness metrics, and mitigation 
strategies 

Studies not related to AI fairness 

Timeframe Published between 2020 and 2025 Published before 2020 

Application 
Domain 

Healthcare, finance, imaging, and general AI 
systems 

Domains unrelated to practical AI applications 

(Source: Self-Created) 
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3.2. Study Selection Using PRISMA Framework 

 
(Source: Self-Created) 

Figure 1 Prisma Diagram 

3.3. Data Analysis Technique 

Thematic analysis is followed in this research. These themes are related to types of AI bias, evaluation methods, and 
fairness and bias mitigation strategies. After collecting the research papers, the patterns, outcomes, and methodologies 
are coded. Based on that, coding themes are developed and compared for similarities, trends, and existing gaps. It helps 
provide a comprehensive understanding of AI.  

4. Results and Discussion 

4.1. Theme 1: Architectural Frameworks and Core Functionalities of AI Governance Platforms 

Potential bias related to Artificial Intelligence directly affects the area of human influence on data algorithms, as well as 
across different categories of information. The foundation of data is considered to be rooted in historical prejudices and 
to arise from unrepresentative datasets. The classification of bias is driven by incomplete information, which can impact 
the performance of Artificial Intelligence systems for minority and marginalized groups in the community (Mehrabi et 
al., 2021; Pagano et al., 2023). The conceptual understanding of algorithmic bias, directly connected to machine learning 
modelling, provides an opportunity to amplify existing information patterns through the foundation of features and a 
modular architecture, and to investigate objective functionality in relation to specific outcomes (Varona and Suárez, 
2022; Liu et al., 2025). Human-induced bias is another type of AI model bias that arises during development, integrating 
subjective decision-making and lacking adequate domain knowledge, and it is constrained by ethical oversight 
limitations (Modi, 2023; Chen et al., 2024). Overall, the theme has the credibility to understand biased sources, which is 
essential when designing a mitigation strategy, considering both socio-ethical factors and technical components for 
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navigating the connection of shipping AI output. Determining significant bias at multiple stages helps ensure risk 
reduction and accountability when it comes to discrimination in outcomes, thereby further incorporating fairness and 
trust across different AI model applications (Pagano et al., 2023). 

4.2. Theme 2: Effectiveness of AI Governance Platforms 

The strategic classification of fairness evolution within Artificial Intelligence directly integrates qualitative and 
quantitative approaches to achieve equitable outcomes. The foundation of quantitative metrics is directly integrated 
with various statistical measures, such as fairness of predictive behavior, demographic parity, equalized odds, and 
individual fairness, to provide a standardized framework for detecting disparities across different subgroups (Radanliev 
et al., 2024; Burr and Leslie, 2023). The qualitative evaluation considers different users and the real-world impact on 
business stakeholders when comprehending the scenario-based assessment participation and integration methodology 
(Mehrabi et al., 2021; Pagano et al., 2023). While fairness measures can be implemented across a variety of fields, they 
should be explicitly focused on reducing diagnostic errors in the healthcare industry and on guaranteeing equal 
opportunities in hiring, funding, and population-level decisions (Modi, 2023; Benbya et al., 2020). The conceptual 
understanding of fairness in AI models is not only universally applicable but also depends on ethical considerations, 
risk tolerance, and domain-specific regulatory requirements (Li et al., 2023; Chen et al., 2024). Transparent reporting 
based on different fairness metrics is considered essential for promoting accountability and trust, as well as stakeholder 
confidence in the deployment of Artificial Intelligence (Krook et al., 2025; Gianni et al., 2022). 

4.3. Theme 3: Implementation Challenges and Sectoral Limitations 

In terms of Artificial Intelligence, the bias mitigation strategy can be categorized into processing, preprocessing, and 
post-processing intervention facilities. Initially, preprocessing involved improving the dataset's quality using different 
techniques —for example, reweighting —followed by resampling and data augmentation to better correct imbalances 
while ensuring input representation. The foundation of the processing intervention involved a learning algorithm 
modification process to integrate regularization, a fairness-constraint control facility, and an adversarial foundation for 
debiasing, incorporating model training (Yang et al., 2024). The management intervention of post-processing highlights 
the need to adjust the model based on the output to reduce discrimination without altering the original algorithm or the 
data source, using thresholding and calibration techniques (Liu et al., 2025; Mod, 2023). Strategy effectiveness across 
different domains highlights the need to implement precise mitigation measures to reduce errors, especially clinical 
mistakes in healthcare. 

4.4. Theme 4: Governance, Ethics, and Regulatory Challenges 

This particular theme focuses on the governance framework of Artificial Intelligence because it directly connects to the 
social dimension of buyers and the fairness of AI models with respect to their ethical implications. Given different 
evolutions, the ethical guidelines also change and signal the risks associated with the management of societal norms 
and the transparency mechanisms of the central design architecture for responsible management procedures (Burr and 
Leslie, 2023; Radanliev et al., 2024). The existing literature highlights fundamental gaps in mitigating systematic risk, 
the relevance of platform governance, and the contribution of AI intermediaries in shaping the overall outcome (Butcher 
and Beridze, 2019; Taeihagh, 2021). Other significant gaps in this matter from a multi-stakeholder perspective include 
the enforcement of integration mechanisms and the creation of a bridge between social, legal, and technical approaches 
(Gorwa, 2019; Nitzberg and Zysman, 2022). 

5. Discussion 

Based on existing literature, it has been identified that the classification of different application domains, for example, 
education, finance, health care, and recruitment facilities, has various types of impact when considering vulnerable 
populations, such as low-income groups of the community, minority groups, and women (Yang et al., 2024; Tapalova 
and Zhiyenbayeva, 2022). In healthcare, the foundation of the Artificial Intelligence model can directly identify 
significant clinical risk due to limited treatment recommendations and biased predictions associated with patient 
diagnoses (Liu et al., 2025). The association of existing research presents knowledge of hybrid approaches that combine 
all processing measures to reduce AI model bias and also investigate maintaining model performance. Overall, the 
challenge remains extremely stagnant due to the integration of computational cost, ethical trade, and continuous 
insurance evaluation as data continue to evolve (Radanliev et al., 2024).  In the existing literature, it has been widely 
noted that the Limited margin of the standardized framework results in a lack of consistency in interpretative and 
evaluative challenges (Liu et al., 2025; Yang et al., 2024). Multiple existing literature works present recommendations 
for combining context-based approaches with statistical multi-metric evaluation to ensure outcome fairness and 
procedural benefits.  
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6. Conclusion and Recommendations 

Summary of Key Findings 

The results of the study demonstrated the existence of synthesized algorithmic bias, which was divided into three 
categories: pre-processing, in-processing, and post-processing bias. In addition to technical sources, previous studies 
have examined structural elements such as data colonialism, which emphasizes marginalization in decision-making and 
reflects global inequalities. As a result, both technical and non-technical viewpoints are taken into account, enabling the 
identification of trends and differences. On the other hand, some studies highlight the difficulties of using biased 
datasets and suggest frameworks for ethical development that incorporate fairness objectives to reduce discrimination. 
Transparency and accountability are seen as crucial pillars for technical debiasing across industries, providing 
stakeholders with knowledge about model behavior. Results also compare debiasing methods in financial AI, including 
post-processing corrections, re-weighting, and adversarial debiasing. 

Linking Findings with Objectives 

The review directly addressed all three research objectives while examining bias and fairness in AI across several 
domains. Pre-processing, in-processing, and post-processing bias were among the leading technical sources of bias 
found in the results for Objective 1 (types and sources of bias).  Non-technical sources like data colonialism and 
structural inequalities were also emphasized, demonstrating how vulnerable groups such as women, minorities, and 
low-income communities are disproportionately impacted. The review examined the main fairness metrics used to 
evaluate AI systems, including equalized odds, demographic parity, and counterfactual fairness, under Objective 2 
(fairness metrics and evaluation techniques). The results included techniques such as algorithmic regularization, 
adversarial debiasing, and data augmentation for Objective 3 (bias mitigation strategies).  It has been demonstrated that 
these tactics enhance fairness more effectively when paired with interpretability and ethical oversight techniques. 
Overall, the systematic review emphasized the importance of incorporating social, structural, and moral factors to 
improve AI systems' accountability, transparency, and equitable outcomes. 

Recommendations 

Several suggestions are made to reduce bias in AI models, based on the findings.  The first step in addressing bias at 
every stage of the AI lifecycle is for developers to implement a multistage mitigation strategy that includes pre-
processing (data balancing), in-processing (algorithmic fairness constraints), and post-processing (output corrections). 
Second, organizations need to implement standardized frameworks to guarantee consistent results and enhance the 
comparability of fairness metrics at the individual and group levels. Third, robust governance frameworks need to be 
put in place to direct the advancement of AI.  This includes stakeholder engagement and transparency reporting, which 
help guarantee adherence to social norms and legal requirements. Fourth, to create equitable solutions suited to the 
demands of industries such as healthcare and finance, cooperation between domain experts and computer scientists is 
crucial. Furthermore, to identify and stop biases from developing over time, AI systems must be continuously monitored 
and periodically reevaluated. Lastly, legislators need to take the initiative to create rules and guidelines that ensure AI 
is implemented fairly and without harming any communities. 
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